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Professor Ralph Henstock, a distinguished analyst who devoted most of his research to
integration theory, died on January 7, 2007. It was my good fortune to know Ralph for
almost 30 years, and to derive much inspiration from his pioneering work. Rather than
commenting briefly on a variety of Ralph’s achievements, I will elaborate on that which has
been the most influential: a Riemann type definition of the Denjoy-Perron integral .

An early recognition that the powerful Lebesgue integral does not integrate the deriva-
tives of all differentiable functions led to the development of the Denjoy-Perron integral.
Three equivalent definitions of the Denjoy-Perron integral were available at the beginning
of the last century: descriptive and constructive definitions presented by Denjoy [16, Chap-
ter 8], and a definition based on approximations by majorants and minorants due to Perron
[16, Chapter 6, Section 6]. These definitions differ widely, and establishing their equiva-
lence is not easy — for a comprehensive treatment see [4, Chapter 11]. Neither definition
is simple, and attempts to generalize any of them to higher dimensions were not successful.
Indeed, none of the multidimensional integrals based on these definitions integrates partial
derivatives of all differentiable functions.

It was a major independent accomplishment of Henstock [5] and Kurzweil [10] to ob-
serve that a minor but ingenious change in the classical definition of the Riemann integral
produces the Denjoy-Perron integral. The striking simplicity of their definition revitalized
the efforts toward finding a multidimensional analog of the Denjoy-Perron integral. The
initial impetus was further promoted by Henstock’s diligent work on the general properties
of Riemann type integrals, summarized in monographs [6, 7, 8].

After introducing the Henstock-Kurzweil result without proof, I will discuss two separate
but related topics:

(1) the relationship between the Lebesgue and Denjoy-Perron integrals;

(2) a heuristic motivation for the multidimensional definition of the Denjoy-Perron inte-
gral.

1 The Henstock-Kurzweil theorem The set of all real numbers is denoted by R, and
for E ⊂ R, we denote by d(E) and |E| the diameter and Lebesgue measure (i.e., outer
Lebesgue measure) of E, respectively. We say that sets A,B ⊂ R overlap if |A∩B| > 0. A
cell is a nondegenerate compact subinterval of R. Unless specified otherwise, all concepts
related to measure refer to Lebesgue measure. Without additional attributes, a number is
a real number, and a function is a real-valued function.

Let A be a cell. If a function f defined on a cell A is integrable, either in the sense of
Lebesgue or Denjoy-Perron, we denote by

∫
B

f the integral of f over a cell B ⊂ A. The
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primitive of f , Lebesgue or Denjoy-Perron as the case may be, is the function∫
f : B �→

∫
B

f

defined for each cell B ⊂ A. Since the Denjoy-Perron integral is an extension of the Lebesgue
integral, our notation leads to no confusion. For emphasis, we occasionally denote the
Lebesgue integral by (L)

∫
.

If F is a function defined on a cell A, we let

F (B) := F (d) − F (c)

for every cell B := [c, d] contained in A. No confusion will arise from denoting by the same
letter the function defined on A, as well as the associated function defined on all subcells
of A. Note that F , as a function of cells, is additive in the usual sense.

A weak partition is a finite, possibly empty, collection

P :=
{
(A1, x1), . . . , (Ap, xp)

}
where A1, . . . , Ap are nonoverlapping cells, and {x1, . . . , xp} is a subset of R. The set
[P ] :=

⋃p
i=1 Ai is called the body of P . Given a nonnegative function δ whose domain

contains {x1, . . . , xp}, we say that P is δ-fine if

d
(
Ai ∪ {xi}

)
< δ(xi) for i = 1, . . . , p.

Note that if P is δ-fine, then {x1, . . . , xp} ⊂ {δ > 0}. A weak partition P is called a
partition whenever xi ∈ Ai for i = 1, . . . , p.

Theorem 1.1 (Henstock-Kurzweil). A function f defined on a cell A is Denjoy-Perron
integrable if and only if there is a number I having the following property: given ε > 0, we
can find a positive function δ defined on A such that

∣∣∣∣
p∑

i=1

f(xi)|Ai| − I

∣∣∣∣ < ε

for each δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] = A. In this case

∫
A

f = I.

Using the Perron definition of the Denjoy-Perron integral and the variational integral
introduced by Henstock [4, Definition 11.7], the proof of Theorem 1.1 is surprisingly simple.
We refer the interested reader to [4, Chapter 11].

One of the most important features of the Denjoy-Perron integral is its ability to inte-
grate derivatives of all differentiable functions. In particular, it provides the unrestricted
fundamental theorem of calculus (Theorem 1.2 below) — the word ‘unrestricted’ indicates
that the integrability of derivative is not assumed but proved. This result is an immediate
consequence of the Henstock-Kurzweil theorem.

Theorem 1.2. Let F be a differentiable function defined in an open set U ⊂ R. Then F ′

is Denjoy-Perron integrable in every cell A ⊂ U , and∫
A

F ′ = F (A).
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Proof. Choose an ε > 0, and for each x ∈ U find a δ(x) > 0 so that∣∣∣F (B) − F ′(x)|B|
∣∣∣ < ε|B|

for every cell B ⊂ U with x ∈ B and d(B) < δ(x). Now

δ : x �→ δ(x) : A → R

is a positive function. If P :=
{
(A1, x1), . . . , (Ap, xp)

}
is a δ-fine partition and [P ] = A,

then ∣∣∣∣
p∑

i=1

F ′(xi)|Ai| − F (A)
∣∣∣∣ ≤

p∑
i=1

∣∣∣F ′(xi)|Ai| − F (Ai)
∣∣∣ < ε

p∑
i=1

|Ai| = ε|A|,

and the theorem follows from Theorem 1.1.

The following variation of the Henstock-Kurzweil theorem will be convenient for our
purposes.

Theorem 1.3. A function f defined on a cell A is Denjoy-Perron integrable if and only if
there is a continuous function F defined on A having the following property: given ε > 0,
we can find a positive function δ defined on A such that

p∑
i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ < ε

for each δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] ⊂ A. In this case F =

∫
f

is the Denjoy-Perron primitive of f .

It is clear that Theorem 1.3 implies Theorem 1.1. The converse, often referred to as
Henstock’s lemma, is also true and easy to establish [4, Lemma 9.11].

2 The Lebesgue and generalized Riemann integrals Independently of Henstock
and Kurzweil, McShane [12] obtained a Riemannian definition of the Lebesgue integral.

Theorem 2.1 (McShane). A function f defined on a cell A is Lebesgue integrable if and
only if there is a number I having the following property: given ε > 0, we can find a positive
function δ defined on A such that

∣∣∣∣
p∑

i=1

f(xi)|Ai| − I

∣∣∣∣ < ε

for each δ-fine weak partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] = A. In this case∫

A f = I.

An easy proof of Theorem 2.1 based on the Vitali-Carathéodory theorem [16, Chapter 3,
Theorem 7.6] is presented in [13, Sections 4.3 and 4.4].

While there is a striking formal similarity between Theorems 1.1 and 2.1, the actual dif-
ference is profound and not obvious. Employing the idea of Thomson [17], we illuminate the
difference by finding convenient descriptive definitions of the Denjoy-Perron and Lebesgue
integrals.
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Theorem 2.2. A function f defined on a cell A is Lebesgue integrable if and only if there
is a continuous function F defined on A having the following property: given ε > 0, we can
find a positive function δ defined on A such that

p∑
i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ < ε

for each δ-fine weak partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] ⊂ A. In this case

F =
∫

f is the Lebesgue primitive of f .

The relationship between Theorems 2.1 and 2.2 is the same as that between Theorems 1.1
and 1.3 mentioned in Section 1. For a direct proof we refer to [13, Lemma 2.3.1].

Let F be a function defined on a cell A. For a set E ⊂ A, let

V∗F (E) := inf
δ

sup
P

p∑
i=1

∣∣F (Ai)
∣∣

where δ is a positive function defined on E, and P :=
{
(A1, x1), . . . , (Ap, xp)

}
is a δ-fine

partition with [P ] ⊂ A. A straightforward argument shows that the extended real-valued
function

V∗F : E �→ V∗F (E)

defined for each set E ⊂ A is a Borel measure in A. The relationship between V∗F and the
usual variation V F of F is based on the next observation, referred to as Cousin’s lemma.

Lemma 2.3 (Cousin). For each positive function δ defined on a cell A there is a δ-fine
partition P with [P ] = A.

Cousin’s lemma is proved by contradiction using the compactness of cells [13, Proposi-
tion 1.2.4].

Proposition 2.4. If F is a function defined on a cell A, then V F (A) = V∗F (A) and
V F (B) ≤ V∗F (B) for each cell B ⊂ A.

Proof. Clearly V∗F (A) ≤ V F (A). Proceeding toward a contradiction assume that V∗F (B) <
V F (B) for a cell B ⊂ A, and find a positive function δ defined on B and nonoverlapping
subcells C1, . . . , Ck of B so that

p∑
i=1

∣∣F (Ai)
∣∣ <

k∑
j=1

∣∣F (Cj)
∣∣

for each δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] ⊂ B. By Cousin’s lemma,

for each j = 1, . . . , k, there is a δ-fine partition

Pj :=
{
(A1,j , x1,j), . . . , (Apj ,j, xpj ,j)

}
with [Pj ] = Cj . A contradiction follows, since

k∑
j=1

∣∣F (Cj)
∣∣ =

k∑
j=1

∣∣∣∣
pj∑

i=1

F (Ai,j)
∣∣∣∣ ≤

k∑
j=1

pj∑
i=1

∣∣F (Ai,j)
∣∣

and P :=
⋃k

j=1 Pj is a δ-fine partition with [P ] ⊂ B.
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Example 2.5. Let C be the Cantor ternary set in A := [0, 1], and let F be the associated
Cantor-Vitali function (devil’s staircase) [14, Example 3.2.3]. For each x ∈ A − C, denote
by δ(x) the distance from x to C. As C is closed, δ : x �→ δ(x) is a positive function defined
on A−C. If

{
(A1, x1), . . . , (Ap, xp)

}
is a δ-fine partition, then

∑p
i=1

∣∣F (Ai)
∣∣ = 0. It follows

that V∗F (A − C) = 0, and Proposition 2.4 implies

V∗F (C) = V∗F (A) = V F (A) = 1.

Proposition 2.6. Let F be a function defined on a cell A. If the measure V∗F is absolutely
continuous, then F is differentiable at almost all x ∈ A.

Proof. Denote by F (x) the upper derivative of F at x ∈ A. In view of Ward theorem [16,
Chapter 4, Theorem 11.15] it suffices to show that the set

E :=
{
x ∈ A : F (x) = ∞}

is negligible. Seeking a contradiction, assume |E| > 0, and find a compact set K ⊂ E so
that |K∩U | > 0 for each open set U ⊂ R with K∩U 	= ∅. Select a negligible Gδ set D ⊂ K
dense in K, and a positive function δ defined on D. By the Baire category theorem, there
is a t > 0 and an open set U ⊂ R such that D ∩ U 	= ∅ and the set

Dt :=
{
x ∈ D ∩ U : δ(x) > t

}
is dense in D ∩ U , and consequently in K ∩ U . The family C of all cells C ⊂ A with
F (C) > |C|/|K ∩U | and d(C) < t is a Vitali cover of K ∩U . By Vitali’s covering theorem,
there is a disjoint countable family C0 ⊂ C that covers K ∩U almost entirely. With no loss
of generality, we may assume that the interior of each C ∈ C0 meets K ∩ U and select an
xC ∈ C ∩ Dt. Since

∑
C∈C0

∣∣F (C)
∣∣ ≥ ∑

C∈C0

F (C) >
1

|K ∩ U |
∑

C∈C0

|Ci| ≥ 1,

there is a finite collection F ⊂ C0 such that
∑

C∈F

∣∣F (C)
∣∣ > 1. As

P :=
{
(C, xC) : C ∈ F

}
is a δ-fine partition and [P ] ⊂ A, the arbitrariness of δ implies V∗F (D) ≥ 1, a contradiction.

Theorem 2.7. Let F be a function defined on a cell A.

(i) The measure V∗F is absolutely continuous if and only if F is a Denjoy-Perron prim-
itive.

(ii) The measure V∗F is absolutely continuous and finite if and only if F is a Lebesgue
primitive.

In either case, F is differentiable almost everywhere and F =
∫

F ′.

Proof. (i) Assume V∗F is absolutely continuous, and denote by N the negligible set of those
x ∈ A at which F is not differentiable (Proposition 2.6). Let

f(x) :=

{
0 if x ∈ N ,
F ′(x) if x ∈ A − N ,
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and choose an ε > 0. By our assumption, there is a positive function δN defined on N such
that

p∑
i=1

∣∣F (Ai)
∣∣ < ε

for each δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] ⊂ A. Given x ∈ A−N , find

a σ(x) > 0 so that ∣∣∣F (B) − f(x)|B|
∣∣∣ < ε|B|

for each cell B ⊂ A with x ∈ B and d(B) < σ(x). Define a positive function δ on A by the
formula

δ(x) :=

{
δN (x) if x ∈ N ,
σ(x) if x ∈ A − N .

Now if P :=
{
(A1, x1), . . . , (Ap, xp)

}
is a δ-fine partition with [P ] ⊂ A, then

p∑
i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ =

∑
xi∈N

∣∣F (Ai)
∣∣ +

∑
xi �∈N

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣

< ε + ε
∑

xi �∈N

|Ai| ≤ ε
(
1 + |A|).

Thus F is the Denjoy-Perron primitive of f by Theorem 1.3, and since F ′ = f almost
everywhere, F =

∫
F ′.

Conversely, assume that F is the Denjoy-Perron primitive of a function f defined on A,
and select a negligible set N ⊂ A. With no loss of generality, we may assume f(x) = 0 for
each x ∈ N . Given ε > 0, there is a positive function δ defined on A such that

p∑
i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ < ε

for each δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] ⊂ A. Let δN be the restric-

tion of δ to N , and let Q :=
{
(B1, y1), . . . , (Bq, yq)

}
be a δN -fine partition with [Q] ⊂ A.

Then Q is a δ-fine partition and each yj belongs to N . It follows

q∑
j=1

∣∣F (Bj)
∣∣ =

q∑
j=1

∣∣∣f(xj)|Bj | − F (Bj)
∣∣∣ < ε,

and we infer V∗F (N) ≤ ε. The measure V∗F is absolutely continuous by the arbitrariness
of ε.

(ii) Assume V∗F is absolutely continuous and finite, and choose an ε > 0. A standard
argument shows that there is a δ > 0 such that V∗F (E) < ε for each Borel set E ⊂ A with
|E| < δ. If C1, . . . , Ck is a nonoverlapping collection of cell contained in A and

∣∣⋃k
i=1 Ci

∣∣ =∑k
i=1 |Ci| < δ, then Proposition 2.4 yields

k∑
i=1

∣∣F (Ci)
∣∣ ≤ k∑

i=1

V F (Ci) ≤
k∑

i=1

V∗F (Ci) = V∗F
( k⋃

i=1

Ci

)
< ε.
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It follows that F is an absolutely continuous function, and hence the Lebesgue primitive of
F ′.

Conversely, assume F is a Lebesgue primitive of a function defined on A. Then F is
absolutely continuous, and Proposition 2.4 yields V∗F (A) = V F (A) < ∞. Choose an ε > 0
and find a δ > 0 so that

∑k
i=1

∣∣F (Ci)
∣∣ < ε for each nonoverlapping collection C1, . . . , Ck of

cells contained in A for which
∑k

i=1 |Ci| < δ. Given a negligible set N ⊂ A, find an open
set U with N ⊂ U and |U | < δ. There is a positive function σ defined on N such that[

x − σ(x), s + σ(x)
] ⊂ U

for each x ∈ N . Thus if P :=
{
(A1, x1), . . . , (Ap, xp)

}
is a σ-fine partition with [P ] ⊂ A,

then [P ] ⊂ U . Hence
∑p

i=1 |Ai| ≤ |U | < δ, which implies

p∑
i=1

∣∣F (Ai)
∣∣ < ε.

As P and ε are arbitrary, we conclude V∗F (N) = 0.

Unlike the classical characterization of Denjoy-Perron primitives by means of ACG∗
functions [4, Definition 7.1], the characterization presented in Theorem 2.7 does not depend
on the order structure of R. This is an important point which facilitates an extension
of the Denjoy-Perron integral to higher dimensions — see Theorem 3.13 below and [14,
Section 5.1].

3 Multidimensional integration In this section, we replace one-dimensional cells by
cells in R

n, i.e., by nondegenerate compact subintervals of R
n. For a set E ⊂ R

n, we denote
by d(E), ∂E, and |E| the diameter, boundary, and n-dimensional Lebesgue measure of E,
respectively. In R

n we use the usual Euclidean norm | · | induced by the inner product x · y.
The (n − 1)-dimensional Hausdorff measure in R

n is denoted by H. If A ⊂ R
n is a cell,

then ‖A‖ = H(∂A) is the perimeter of A, and we denote by νA the unit exterior normal of
A, which exists H almost everywhere on ∂A.

Defining δ-fine partitions in R
n in the obvious way, Theorem 1.1 suggests a straightfor-

ward n-dimensional generalization of the Denjoy-Perron integral.

Definition 3.1. A function f defined on a cell A ⊂ R
n is called Henstock integrable if there

is a number I having the following property: given ε > 0, we can find a positive function δ
defined on A such that ∣∣∣∣

p∑
i=1

f(xi)|Ai| − I

∣∣∣∣ < ε

for each δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] = A.

Using the n-dimensional version of Cousin’s lemma [13, Section 7.3], it is easy to see
that the number I of Definition 3.1 is determined uniquely by f . We call it the Henstock
integral of f over A.

An easy argument shows that the Henstock integral has the usual properties connected
with the word integral, and that it is a proper extension of the Lebesgue integral in R

n.
Notwithstanding, the Henstock integral does not integrate partial derivatives of all differen-
tiable functions, since it satisfies Fubini’s theorem [6, Chapter 6] — for the conflict between
Fubini’s theorem and the integrability of derivatives see [13, Section 11.1]. A substantial
modification of Definition 3.1 is required to obtain an integral that provides the unrestricted
fundamental theorem of calculus in R

n.
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Desired Result. Let U ⊂ R
n be an open set, and let v : U → R

n be a differentiable vector
field. Then div v is integrable in every cell A ⊂ U , and∫

A

div v = (L)
∫

∂A

v · νA dH.

Although the desired result is not achieved by Henstock’s integral, attempting to prove
it in the same way we proved Theorem 1.2 is instructive. Hence choose an ε > 0, and for
each x ∈ U find a δ(x) > 0 so that∣∣∣∣div v(x)|B| − (L)

∫
∂B

v · νB dH

∣∣∣∣ < εd(B)‖B‖

for each cell B ⊂ U with x ∈ B and d(B) < δ(x) [14, Example 2.3.2]. Observe that
δ : x �→ δ(x) is a positive function defined on A, and select a δ-fine partition P :=

{
(A1, x1),

. . . , (Ap, xp)
}

with [P ] = A. Then

∣∣∣∣
p∑

i=1

div v(xi)|Ai| − (L)
∫

∂A

v · νA dH

∣∣∣∣ ≤
p∑

i=1

∣∣∣∣div v(xi)|Ai| − (L)
∫

∂Ai

v · νAi dH

∣∣∣∣ < ε

p∑
i=1

d(Ai)‖Ai‖,

and it is clear that without restricting the shapes of cells A1, . . . , Ap, the right side of this
inequality need not be bounded .

The original shape restriction, due to Mawhin [11], has been refined to Vitali’s type
regularity condition. The regularity of a cell A ⊂ R

n is the number

r(A) :=
|A|

d(A)‖A‖ .

A partition
{
(A1, x1), . . . , (Ap, xp)

}
is called η-regular if r(Ai) > η > 0 for i = 1, . . . , p.

With the regularity requirement,

ε

p∑
i=1

d(Ai)‖Ai‖ <
ε

η

p∑
i=1

|Ai| =
ε

η
|A|.

Consequently, the desired result holds for the Henstock integral modified according to the
following definition.

Definition 3.2. A function f defined on a cell A ⊂ R
n is called generalized Henstock

integrable if there is a number I having the following property: given ε > 0, we can find a
positive function δ defined on A such that∣∣∣∣

p∑
i=1

f(xi)|Ai| − I

∣∣∣∣ < ε

for each ε-regular δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] = A.

It is easy to see that for sufficiently small ε > 0, the n-dimensional analog of Cousin’s
lemma guarantees the existence of an ε-regular δ-fine partition P with [P ] = A [13, Sec-
tion 7.3]. Thus the number I in Definition 3.2 is unique, and we call it the generalized
Henstock integral of f over A.
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Unfortunately, the generalized Henstock integral still has serious deficiencies. It is not
rotation invariant, and not additive in the sense that integrability over nonoverlapping cells
A and B whose union is a cell C need not imply integrability over C.

Since lipeomorphic images of cells can be approximated by figures , i.e., finite unions of
cells, replacing partitions consisting of cells by partitions consisting of figures paves the way
for obtaining a coordinate free integral. An f-partition is a finite, possibly empty, collection

P :=
{
(A1, x1), . . . , (Ap, xp)

}
where A1, . . . , Ap are nonoverlapping figures, and xi ∈ Ai for i = 1, . . . , p. Since the
perimeter ‖A‖ and the regularity r(A) are defined for each figure A, all concepts connected
with partitions extend, in the obvious way, to f-partitions. Moreover, Definition 3.2 remains
meaningful when partitions are replaced by f-partitions.

To achieve additivity positive functions δ must be replaced by nonnegative functions δ
whose null sets {δ = 0} are of σ-finite measure H. Such a function defined on a figure A is
called a gage on A. Theorem 3.3 below, which is a simple generalization of Theorem 1.3,
and the resulting corollary explain why gages yield additivity. Note that if n = 1, then H is
a counting measure, and hence a gage is a nonnegative function whose null set is countable.

Theorem 3.3. A function f defined on a cell A ⊂ R is Denjoy-Perron integrable if and
only if there is a continuous function F defined on A having the following property: given
ε > 0, we can find a gage δ on A such that

p∑
i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ < ε

for each δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] ⊂ A. In this case F =

∫
f

is the Denjoy-Perron primitive of f .

Proof. As the converse is obvious, choose an ε > 0 and suppose there is a gage δ on A such
that

p∑
i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ < ε

for each δ-fine partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] ⊂ A. With no loss of

generality, we may assume that f(z) = 0 for each z in the countable set {δ = 0}. Order
{δ = 0} into a sequence {zk} and, using the continuity of F , select rk > 0 so that

∣∣F (B)
∣∣ <

ε2−k for each cell B ⊂ A with zk ∈ B and d(B) < rk. The formula

σ(x) :=

{
δ(x) if δ(x) > 0,
rk if x = zk,

defines a positive function σ on A. Let P :=
{
(A1, x1), . . . , (Ap, xp)

}
be a σ-fine partition

with [P ] ⊂ A. Then Q :=
{
(Ai, xi) : δ(xi) > 0

}
is a δ-fine partition and [Q] ⊂ [P ] ⊂ A.

Thus
p∑

i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ =

∑
δ(xi)>0

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ +

∑
k

∑
xi=zk

∣∣F (Ai)
∣∣

< ε + ε
∑

k

2−k ≤ 2ε,

and the theorem follows from Theorem 1.3.
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Corollary 3.4. Let a cell A ⊂ R be the union of nonoverlapping cells B and C, and let
f be a function defined on A. If f is Denjoy-Perron integrable in B and C, then it is
Denjoy-Perron integrable in A and ∫

A

f =
∫

B

f +
∫

C

f.

Proof. Let FB and FC be the Denjoy-Perron primitives of f on B and C, respectively, and
let

F (D) := FB(B ∩ D) + FC(C ∩ D)

for each cell D ⊂ A. Observe that F is associated with a continuous function

x �→ F
(
(−∞, x] ∩ A

)
: A → R,

and choose an ε > 0. There are gages δB on B and δC on C such that

p∑
i=1

∣∣∣f(xi)|Bi| − F (Bi)
∣∣∣ < ε and

q∑
i=1

∣∣∣f(yi)|Ci| − F (Ci)
∣∣∣ < ε

for each δB-fine partition PB :=
{
(B1, x1), . . . , (Bp, xp)

}
with [PB] ⊂ B and for each δC -fine

partition PC :=
{
(C1, y1), . . . , (Cq, yq)

}
with [PC ] ⊂ C. Making δB and δC smaller, we may

assume that δB(x) is smaller than or equal to the distance from x ∈ B to ∂B, and that
δC(x) is smaller than or equal to the distance from x ∈ C to ∂C. Then the formula

δ(x) :=

{
δB(x) if x ∈ B,
δC(x) if x ∈ C,

defines a gage on A, which is zero on the boundaries of B and C. If P :=
{
(A1, x1), . . . ,

(Ap, xp)
}

is a δ-fine partition, then

PB :=
{
(Ai, xi) : xi ∈ B

}
and PC :=

{
(Ai, xi) : xi ∈ C

}
are δB-fine and δC -fine partitions, respectively, and [PB] ⊂ B and [PC ] ⊂ C; in particular
[P ] ⊂ A. Thus

p∑
i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ =

∑
xi∈B

∣∣∣f(xi)|Ai| − FB(Ai)
∣∣∣ +

∑
xi∈C

∣∣∣f(xi)|Ai| − FC(Ai)
∣∣∣ < 2ε,

and the corollary follows from Theorem 3.3.

Being one-dimensional, Corollary 3.4 can be proved directly, without using gages [4,
Theorem 9.8]. However, gages are indispensable in higher dimensions: they allow us to
show that P = PB ∪ PC , which means that if P is ε-regular, then so are PB and PC .

On the other hand, gages cannot be used without an additional modification of Def-
inition 3.2. Indeed, our proof of Corollary 3.4 relies on the continuity of Denjoy-Perron
primitives. Moreover, Cousin’s lemma is false for gages — for a gage δ : x �→ |x| on a cell
A := [0, 1]n in R

n, there is no δ-fine f-partition P with [P ] = A. Still there are δ-fine par-
titions P such that [P ] ⊂ A is a useful approximation of A (cf. Lemma 3.9 below). Thus a
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way out is in replacing Definition 3.2 by a definition modeled on Theorem 1.3. To this end,
we must first introduce continuous functions defined on subfigures of R

n, called charges.
As we mentioned earlier, a function F defined on a cell A ⊂ R generates a unique

additive function F of all subcells of A, which in turn extends to a unique additive function
of all subfigures of A, still denoted by F . If the point function F is continuous, it is
uniformly continuous, which implies that the associated function of subfigures of A satisfies
the following continuity condition:

If {Bk} is a sequence of subfigures of A such that lim |Bk| = 0 and the number of connected
components of each Bk is bounded, then limF (Bk) = 0.

Noting that the perimeter ‖B‖ of a figure B ⊂ R equals twice the number of the connected
components of B motivates the next definition.

Definition 3.5. An additive function F of all subfigures of a figure A ⊂ R
n is called a

charge in A if limF (Ai) = 0 for each sequence {Ai} of subfigures of A such that lim |Ai| = 0
and sup ‖Ai‖ < ∞.

Example 3.6. Let A ⊂ R
n be a figure, and let f be a Lebesgue integrable function defined

on A. It follows from the absolute continuity of the Lebesgue integral that the function

B �→ (L)
∫

B

f

defined for each figure B ⊂ A is a charge in A, called the Lebesgue primitive of f and
denoted by (L)

∫
f .

Example 3.7. Let A ⊂ R
n be a figure, and let v : A → R

n be a continuous vector field.
Approximating v uniformly by a continuously differentiable vector field an using the classical
Gauss-Green theorem, it is easy to see that the function

B �→ (L)
∫

∂B

v · νB dH

defined for each figure B ⊂ A is a charge in A, called the flux of v [14, Example 2.1.4].

Remark 3.8. Examples 3.6 and 3.7 are canonical in the following sense. Given a charge
F in a figure A there are a Lebesgue integrable function f : A → R and a continuous vector
field v : A → R

n such that

F (B) = (L)
∫

B

f + (L)
∫

∂B

v · νB dH

for every figure B ⊂ A. A proof of this nontrivial fact is given in [1, Section 6].

If B ⊂ A ⊂ R
n are figures, we denote by AB the unique figure C such that A = B∪C

and |B ∩ C| = 0. The next result, due to Howard [9], is a far reaching generalization of
Cousin’s lemma. Its proof can be found in [9], or in [14, Corollary 2.6.5].

Lemma 3.9. Let F be a charge in a figure A ⊂ R
n, and let δ be a gage on A. For each

sufficiently small ε > 0, there is an ε-regular δ-fine partition P such that [P ] ⊂ A and∣∣∣F (
A  [P ]

)∣∣∣ < ε.
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Definition 3.10. A function f defined on a figure A ⊂ R
n is called R-integrable if there

is a charge F in A having the following property: given ε > 0, there is a gage δ on A such
that

p∑
i=1

∣∣∣f(xi)|Ai| − F (Ai)
∣∣∣ < ε

for each ε-regular δ-fine f-partition P :=
{
(A1, x1), . . . , (Ap, xp)

}
with [P ] ⊂ A.

It follows from Lemma 3.9 that the charge F in Definition 3.10 is unique. We call it
the R-primitive of f in A, denoted by (R)

∫
f . The number (R)

∫
A

f := F (A) is called the
R-integral of f over A. The letter ‘R’ emphasizes that we are still dealing with a Riemann
type integral.

The R-integral extends the Lebesgue integral, but not the Henstock integral. Indeed,
replacing partitions by f-partitions restricts the space of integrable functions already in
dimension one [13, Example 12.3.5]. However, there are ample compensations for this
restriction in higher dimensions.

Since each gage defined on a figure A is still a gage when we change its values to zero on
the boundary of a figure B ⊂ A, the additivity of R-integral follows by the same argument
we used in proving Corollary 3.4. As we employ figures, the R-integral is invariant with
respect to lipeomorphisms. Detailed proofs of these facts are in [13, Chapter 12].

Let A ⊂ R
n be a figure. A vector field v : A → R

n is called Lipschitz at an interior
point x of A if

lim sup
y→x

∣∣v(y) − v(x)
∣∣

|y − x| < ∞.

By Stepanoff’s theorem [3, Theorem 3.1.9], if E is the set of interior points of A such that
v is Lipschitz at each x ∈ E, then v is differentiable at almost all x ∈ E.

The following theorem, proved in [13, Theorem 12.2.5], generalizes the desired result
stated above. It is a culmination of a long struggle to obtain a multidimensional version of
the Denjoy-Perron integral — a memento of Henstock’s seminal ideas.

Theorem 3.11. Let A ⊂ R
n be a figure, and let E ⊂ A be a set of σ-finite measure H that

contains ∂A. If v : A → R
n is a continuous vector field that is Lipschitz at each x ∈ A−E,

then div v is R-integrable in A and

(R)
∫

A

div v = (L)
∫

∂A

v · νA dH.

Remark 3.12. It is noteworthy that the R-integral retain its essential properties when
figures are replaced by the bounded sets of finite perimeters [2, Chapter 5].

In essence, Definition 3.10 is an elaboration on Henstock’s lemma (Theorem 1.3). Intro-
ducing a suitable topology in the space of all figures (or all bounded sets of finite perimeter),
it is possible to define the R-integral by elaborating directly on the definition of Henstock’s
integral (Definition 3.1). The reader interested in this approach is referred to [14, Sec-
tion 5.5].

We conclude our exposition by characterizing the relationship between the R-integral
and Lebesgue integral in a form analogous to Theorem 2.7.
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Let F be a function defined on all subfigures of a figure A. For a set E ⊂ A, let

V#F (E) := sup
η>0

inf
δ

sup
P

p∑
i=1

∣∣F (Ai)
∣∣

where δ is a gage on E and P :=
{
(A1, x1), . . . , (Ap, xp)

}
is an η-regular δ-fine f-partition

with [P ] ⊂ A. As in the one-dimensional case, it is easy to shows that the extended
real-valued function

V#F : E �→ V#F (E)

defined for each set E ⊂ A is a Borel measure in A. We say that F is derivable at an
interior point x of A if a finite limit

lim
F (Bk)
|Bk|

exists for each sequence {Bk} of subfigures of A such that x ∈ Bk for k = 1, 2, . . . ,

lim d(Ak) = 0 and inf r(Ak) > 0.

When all these limits exist, they have the same value, denoted by F ′(x).
If A ⊂ R

n is a figure and F is the flux of a continuous vector field v : A → R
n that is

differentiable at an interior point x of A, then F is derivable at x and

F ′(x) = div v(x)

[14, Example 2.3.2]. In the one-dimensional case, a function F defined on a figure A is
differentiable at an interior point x of A if and only if the associated function F of subfigures
of A is derivable at x, in which case F ′(x) is the usual derivative. In particular, the notation
F ′(x) is consistent with the standard usage.

Theorem 3.13. Let F be a charge in a figure A.

(i) The measure V#F is absolutely continuous if and only if the charge F is an R-
primitive.

(ii) The measure V#F is absolutely continuous and finite if and only if the charge F is a
Lebesgue primitive.

In either case, the charge F is derivable almost everywhere, and F = (R)
∫

F ′.

There is no easy proof of Theorem 3.13. We refer the interested reader to [15] or [14,
Chapter 3].
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