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Abstract. By using the digamma function we extend the hyper-parameter of the

prior Dirichlet distribution from positive integers to positive real numbers in the Bayes

approach to a grouping of small events in the multinomial distribution by Kumagai

and Inagaki(2000).

1 Introduction Lindley(1964) studied an approximation of the posterior distribution

for a particular prior distribution in the multinomial distribution, and Block and Wat-

son(1967) suggested an improved correction procedure for it. Connor and Mosimann(1969)

and Antelman(1972) studied several kinds of Dirichlet distributions as the prior distribution.

For the details of the Dirichlet distribution, see Wilks(1962, page 177).

In the goodness-of-�t test in the multinomial distribution, it is well known that we

have to combine small events with less than �ve frequencies of observations into a grouped

event with greater than or equal to �ve in order that the chi-square statistic has better

approximation to the chi-square distribution. For the grouping of small events, Kumagai

and Inagaki(2000) investigated the exact formulae of two errors, that is, the modeling error

and the estimation error (see Inagaki(1977) and Gruber(1998, page 48)), from the viewpoint

of the decision theoretical framework by the Bayes approach that the prior distribution is

the Dirichlet distribution Diri(�1; � � � ; �k ; �k+1) whose the parameters f�jg are all positive

integers.

Our aim is to replace integers with positive real numbers in the above assumption with

respect to the hyper-parameters , and to obtain some generalized results with respect to

the decision theoretical framework.

2 Extension from integer to real positive number Preliminary to the extension of

the results by Kumagai and Inagaki(2000), we show several notations and their extensions.

For any positive integer n, let L(n) be a partial sum of harmonic series, that is, L(n) =Pn

j=1 1=j, and 
(n) the di�erence L(n)� log(n), that is, 
(n) =
Pn

j=1 1=j� log n, which is

called the Euler's sequence whose properties are known:

(1) 
(n) is a monotone decreasing series and converges to the Euler constant 
, that is,

lim
n!1


(n) = 
 = 0:577215 � � � ;

(2) For a large positive integer n, the Euler's sequence 
(n) has the following expansion:


(n) = 
 + 1=(2n)� 1=(12n2) +O(n�4):
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In the extension of L(n) from an integer n to a real positive number x, a simple exchange

of n for a real positive number x is not always adequate because the de�nition of L(n) is a

summation by the inverse of integer. Here we need the properties of the digamma function

for a positive real number s:

 (s) =
d

ds
log(�(s)) =

�0(s)

�(s)
;

where �(s) =
R
1

0
xs�1e�xdx is the gamma function and �0(s) is its di�erentiation. For

arbitrary positive real numbers s and t, it is known that

�0(s) �(t) = �0(s+ t)B(s; t) + �(s + t) �

Z 1

0

logx � xs�1(1� x)t�1 dx;

where B(s; t) = �(s)�(t)=�(s + t) is the beta function, so that we obtain the relationship

 (s) �  (s + t) =

Z 1

0

1

B(s; t)
log x � xs�1(1� x)t�1 dx :(2.1)

Let L�(x) be an extension of L(n) as follows:

L�(x) =

[x]�1X
j=0

1

x� j
+  (x � [x] + 1) �  (1); (8x 2 (0;1));(2.2)

where the symbol [x] means the maximum integer less than or equal to x. And an extension


�(x) is de�ned by


�(x) = L�(x) � log(x); (8x 2 (0;1)):(2.3)

LEMMA 2.1 The extensions L�(x) and 
�(x) are represented by

L�(x) =  (x + 1) + 
;(2.4)


�(x) = 
 +
1

2x
�

1

12x2
+O(x�4):(2.5)

And 
�(x) satis�es the �rst property of 
(n).

Proof: With respect to an extension of L(n), we consider the descending order of summa-

tion for n in L(n), that is,

L(n) =
1

n
+

1

n� 1
+ � � �+

1

2
+ 1:

Since the digamma function has a property  (x + 1) = 1=x+  (x) for x > 0, it holds that

 (x + 1) =
1

x
+

1

x� 1
+ � � �+

1

x� [x] + 1
+  (x � [x] + 1):

When x is an integer n, it holds that  (n + 1) �  (1) = L(n). By the relation  (1) = �


and the de�nition (2.2), we obtain (2.4). Since the digamma function has the following

expansion

 (x + 1) = log(x) +
1

2x
�

1

12x2
+O(x�4);
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the de�nition (2.3) implies (2.5), which we have the last required. 2

Now we study extensions of the results by Kumagai and Inagaki(2000) under the above

preliminaries. Let (p1; : : : ; pk+1) be the parameters whose pj is the probability of j-th cell

in the multinomial distribution with k+ 1 cells, and let the k-variate Dirichlet distribution

Diri(�1; : : : ; �k ; �k+1) a prior distribution, where f�jg are positive real numbers. Remark

that these f�jg were assumed to be integers in Kumagai and Inagaki(2000). Then the

probability density function of prior distribution is

��(p) =
1

D(�1; : : : ; �k; �k+1)

k+1Y
j=1

p
�j�1

j ; p = (p1; : : : ; pk+1);

where

D(�1; : : : ; �k; �k+1) =

Qk+1

j=1 �(�j)

�(�)
; � =

k+1X
j=1

�j :

We would call D(�1; : : : ; �k; �k+1) the Dirichlet function because of the similarity with

respect to the relation between the beta distribution and the beta function. Let n =

(n1; : : : ; nk+1) be an observation distributed with the multinomial distribution. Then the

posterior probability density function ��(p jn) is

��(p j n) =
1

D(n1 + �1; : : : ; nk + �k;nk+1 + �k+1)

k+1Y
j=1

p
nj+�j�1

j :

This posterior also belongs to the k-variate Dirichlet distribution. When we regard p as

a random variable, we use the symbol P = (P1; : : : ; Pk+1). By properties of the Dirichlet

distribution, each Pj is distributed with the beta distribution, and it holds that

Pj � BE(nj + �j;
X
i6=j

(ni + �i) );(2.6)

k+1X
j=r+1

Pj � BE(

k+1X
j=r+1

(nj + �j);

rX
j=1

(nj + �j) ):

LEMMA 2.2 The posterior expectations in several forms of Pj are represented as follows:

EP [Pj ] =
nj + �j

n+ �
;

EP [ logPj ] =  (nj + �j) �  (n + �);

EP

2
4log(

k+1X
j=r+1

Pj)

3
5 =  (

k+1X
j=r+1

(nj + �j)) �  (n + �);

EP [Pj logPj ] =
nj + �j

n+ �
f (nj + �j + 1) �  (n+ � + 1)g ;

EP

2
4(

k+1X
j=r+1

Pj) log(

k+1X
j=r+1

Pj)

3
5 =

Pk+1

j=r+1(nj + �j)

n+ �

8<
: (

k+1X
j=r+1

(nj + �j) + 1)�  (n+ � + 1)

9=
; ;

where n =
Pk+1

j=1 nj .
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Proof: Since Pj satis�es (2.6), we have

EP [Pj ] =

Z 1

0

1

B(nj + �j ;
P

i6=j(ni + �i))
p
nj+�j
j (1� pj)

P
i6=j(ni+�i)�1 dpj

=
B(nj + �j + 1;

P
i6=j(ni + �i))

B(nj + �j ;
P

i6=j(ni + �i))
=

nj + �j

n+ �

By the relations (2.1) and (2.4), it holds that

EP [logPj ] =  (nj + �j) �  (n + �) = L�(nj + �j � 1)� L�(n+ � � 1):

We obtain the other three equations by similar calculations. 2

Inagaki(1977) showed the relationship that the risk R is decomposed by the two errors,

that is, the error of modeling KM and the errors of estimation KE as follows: when the

parameter � is true,

R(�; T j �) = KM (� j �) +KE(T; � j�);

where � is an index and T an estimator. Since Lemma 2.2 is the real-valued version of

several moments by Kumagai and Inagaki(2000), the real-valued version of the posterior

risk function and the minimum posterior risk in the two errors, are consequently obtained

by the following theorems:

THEOREM 2.1 The posterior risk function �(r; T r) is exactly represented as follows :

�(r; T r) = �M (r) + �E(r; T r);

where

�M (r) =

k+1X
j=r+1

nj L
�(nj + �j � 1)�

0
@ k+1X

j=r+1

nj

1
A
8<
:L�(

k+1X
j=r+1

(nj + �j) � 1)� log(k + 1� r)

9=
; ;

�E(r; T r) = �nL�(n+ �) + n

rX
j=1

nj + �j

n+ �
fL�(nj + �j) � logTjg

+ n

Pk+1

j=r+1(nj + �j)

n+ �

8<
:L�(

k+1X
j=r+1

(nj + �j)) � log((k + 1� r)Tr+1)

9=
; :

2

THEOREM 2.2 By the Bayes solution q
�
r , the minimum posterior risk �(r; q�r) is repre-

sented as the sum of the modeling risk �M (r) and the estimation risk �E(r; q�r) :

�(r; q�r) = �M (r) + �E(r; q�r) = �M (r) + �E(r);

where the modeling risk �M (r) is the same in Theorem 2.1 and the estimation risk is

�E(r) =
n

n+ �

rX
j=1

(nj + �j) 

�(nj + �j)

+
n

n+ �

0
@ k+1X

j=r+1

(nj + �j)

1
A 
�(

k+1X
j=r+1

(nj + �j)) � n
�(n + �):

2
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In the exact formulae of Theorem 2.1 and 2.2, we obtain true-extended representations for

the posterior risk and the minimum posterior risk. On the other hand, it is easily checked

that the asymptotic extended representations are equivalent to Theorem 2.3 in Kumagai

and Inagaki(2000) by the followings; (2.5), Theorem 2.1, and Theorem 2.2.

3 Conclusion By using the digamma function we extend the hyper-parameter of the

prior Dirichlet distribution, and obtained the extended real-valued version for the results in

Kumagai and Inagaki(2000).
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