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Abstract. It is known that the fractional integral I� is bounded fromLp(Rn) to Lq(Rn)

when 0 < � < n, 1 < p < n=� and n=q = n=p � � as the Hardy-Littlewood-Sobolev

theorem. In [10] the author introduced generalized fractional integrals and extended this

theorem to the Orlicz spaces. The purpose of this paper is twofold. First, we extend

this to spaces of homogeneous type. Secondly, we give several examples and compare

with known results. For example, we show the boundedness from expLp to expLq, from

expexpLp to exp expLq, from L(logL)� to L(logL)
�

weak
, from L(logL)� to expL

q

weak
,

etc.

1. Introduction

It is known that the fractional integral I� is bounded from Lp(Rn) to Lq(Rn) when

0 < � < n, 1 < p < n=� and n=q = n=p�� as the Hardy-Littlewood-Sobolev theorem. The

fractional integral was studied by many authors (see, for example, Rubin [16] or Chapter 5 in

Stein [17]). The Hardy-Littlewood-Sobolev theorem is an important result in the fractional

integral theory and the potential theory.

In [10] the author introduced generalized fractional integrals I� and extended the above

boundedness to the Orlicz spaces on the n-dimensional Euclidean space Rn. If �(r) = r�,

then I� is the usual fractional integral I�. The purpose of this paper is twofold. First, we

extend this to spaces of homogeneous type. Secondly, we give several examples and compare

with known results. For example, we have the following; the generalized fractional integral

I� is bounded from expLp to expLq (Remark 5.1), where

�(r) =

(
1=(log(1=r))�+1 for small r;

(log r)��1 for large r;
� > 0;

0 < p < 1=�, 1=q = 1=p� � and expLp is the Orlicz space L� with

�(r) =

(
1= exp(1=rp) for small r;

exp(rp) for large r:

Gatto and V�agi [4], and, Gatto, Segovia and V�agi [5] studied the fractional integral of

functions de�nd on the space of homogeneous type. We state our results on the space of

homogeneous type which contains Rn case.
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The fractional integral in the Orlicz spaces was studied in [19], [7] [6], [1], etc. Torchin-

sky [19] treated sublinear operators with weak type (pi; qi) (i = 1; 2) and used interpolation.

Kokilashvili and Krbec [7] considered the boundedness of I� with weights, and gave a nec-

essary and suÆcient condition on the weights so that weighted inequalities hold. Recently,

Genebashvili, Gogatishvili, Kokilashvili and Krbec [6] gave the weighted theory for integral

transforms on spaces of homogeneous type. Cianchi [1] gave a necessary and suÆcient con-

dition on � and 	 so that the fractional integral I� is bounded from L� to L	 or from L�

to L	
weak

. The result in [1] can cover Trudinger's inequality [20] and is better than ours in

the case that �(r) = r� and L	 = expLq. However, fractional integral I� is not well-de�nd

on expLp(Rn).

O'Neil [13] gave a suÆcient condition on �, 	 and g so that the convolution operator

Tg , Tgf = g � f , is bounded from L� to L	 on Rn. Our results are better in the case that

L� = expLp, L	 = expLq and g(x) = �(jxj)=jxjn.

It was proved by Pustylnik [14] that one of our conditions (2.10) is necessary for the

boundedness from L� to L	. In [14] the generalized fractional integrals with �(r) = rn='(r)

are treated. However, the suÆcient condition in [14] does not valid for expLp.

De�nitions and results are stated in the next section. Section 3 is for the preliminaries.

We give a proof of the theorem in Section 4. In Section 5, as examples of our results, we

investigate the cases

�(r) = (log(1=r))��; (log(1=r))�1(log log(1=r))��; rQ(log(1=r))�; etc.;

and consider the boundedness of I� from expLp to expLq, from exp expLp to exp expLq,

from L(logL)� to L(logL)
�

weak
, from L(logL)� to expL

q

weak
, etc.

The author stated Theorem 2.1 in Rn case in [10]. The proof method is essentially the

same. The author also reported some of his results in [9] without proofs.

The letter C shall always denote a constant, not necessarily the same one.

2. Definitions and results

Let X = (X;d; �) be a space of homogeneous type, i.e. X is a topological space endowed

with a quasi-distance d and a positive measure � such that

d(x; y) � 0 and d(x; y) = 0 if and only if x = y;

d(x; y) = d(y; x);

d(x; y) � K1 (d(x; z) + d(z; y));

the balls B(x; r) = fy 2 X : d(x; y) < rg, r > 0, form a basis of neighborhoods of the point

x, � is de�ned on a �-algebra of subsets of X which contains the balls, and

0 < �(B(x; 2r)) � K2 �(B(x; r)) < +1;

where Ki � 1 (i = 1; 2) are constants independent of x; y; z 2 X and r > 0.

We assume that �(fxg) = 0 for all x 2 X and that the space of compactly supported

continuous functions is dense in L1(X;�).

If �(X) < +1, then there exists a constant R0 > 0 such that

X = B(x;R0) for all x 2 X(2.1)

(see Lemma 5.1 in [12]).

X is called Q-homogeneous (Q > 0), if there exists constant K3 � 1 such that

K3

�1rQ � �(B(x; r)) � K3r
Q for

(
0 < r < +1 when �(X) = +1;

0 < r < R0 when �(X) < +1;
(2.2)
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where R0 is the constant in (2.1). The n-dimensional Euclidean space Rn is n-homogeneous.

If Q = 1, then (X;d; �) is said to be normal. Mac��as and Segovia [8] showed that for any

space of homogeneous type (X;d; �) there exists a quasi-distance Æ such that (X; Æ; �) is

normal and that the topologies induced on X by d and Æ coincide.

Let a function � : (0;+1)! (0;+1) satisfy the following:

1

A1

�

�(s)

�(r)
� A1 for

1

2
�

s

r
� 2;(2.3)

�(r)

rQ
� A2

�(s)

sQ
for s � r;(2.4) Z

1

0

�(t)

t
dt < +1;(2.5)

where Ai > 0 (i = 1; 2) are independent of r; s > 0. For a Q-homogeneous space (X;d; �),

let

I�f(x) =

Z
X

f(y)
�(d(x; y))

d(x; y)Q
d�(y):

If �(r) = r�, 0 < � < Q, then I� is the fractional integral or the Riesz potential denoted by

I�.

Without the assumption Q-homogeneous, we de�ne

��I�f(x) =

Z
X

f(y)
�(�(B(x; d(x; y))))

�(B(x; d(x; y)))
d�(y);

where � satis�es (2.3){(2.5) with Q = 1 (see also [6, p. 121]).

A function � : [0;+1]! [0;+1] is called a Young function if � is convex, lim
r!+0

�(r) =

�(0) = 0 and lim
r!+1

�(r) = �(+1) = +1. Any Young function is increasing.

For a Young function �, the complementary function is de�ned bye�(r) = supfrs � �(s) : s � 0g; r � 0:

Then e� is also a Young function. For example, if �(r) = rp=p, 1 < p < 1, then e�(r) =
rp

0

=p0, 1=p+ 1=p0 = 1. If �(r) = r, then e�(r) = 0(0 � r � 1);= +1(r > 1).

For a Young function �, let

L�(X) =

�
f 2 L1

loc
(X) :

Z
X

�(�jf(x)j) d�(x) < +1 for some � > 0

�
;

kfk� = inf

�
� > 0 :

Z
X

�

�
jf(x)j

�

�
d�(x) � 1

�
;

L�weak(X) =

�
f 2 L1

loc
(X) : sup

r>0

�(r) m(r; �f) < +1 for some � > 0

�
;

kfk�;weak = inf

�
� > 0 : sup

r>0

�(r) m

�
r;
f

�

�
� 1

�
;

where m(r; f) = �(fx 2 X : jf(x)j > rg).

If a Young function � satis�es

0 < �(r) < +1 for 0 < r < +1;(2.6)

then � is continuous and bijective from [0;+1) to itself. The inverse function ��1 is also

increasing and continuous.
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A function � is said to satisfy the r2-condition, denoted � 2 r2, if

�(r) �
1

2k
�(kr); r � 0;

for some k > 1.

Let Mf(x) be the maximal function, i.e.

Mf(x) = sup
B3x

1

�(B)

Z
B

jf(y)j d�(y);

where the supremum be taken over all balls B containing x.

We assume that � satis�es (2.6). Then M is bounded from L�(X) to L�
weak

(X) and

kMfk�;weak � C0kfk�:(2.7)

If � 2 r2, then M is bounded on L�(X) and

kMfk� � C0kfk�:(2.8)

Let

! =

(
+1 when �(X) = +1;

R0 when �(X) < +1;

where R0 is the constant in (2.1). Then our results are as follows.

Theorem 2.1. Let (X;d; �) be Q-homogeneous and � satisfy (2.3){(2.5). Let � and 	 be

Young functions with (2.6). Assume that there exist constants A;A0; A00 > 0 such thatZ
!

r

e� �(t)

A
R
r

0
(�(s)=s) ds ��1(1=rQ)tQ

!
tQ�1 dt � A0 for 0 < r < !;(2.9)

Z
min(r;!)

0

�(t)

t
dt ��1

�
1

rQ

�
� A00 	�1

�
1

rQ

�
for 0 < r < +1;(2.10)

where e� is the complementary function with respect to �. Then, for any C0 > 0, there

exists a constant C1 > 0 such that, for f 2 L�(X),

	

�
jI�f(x)j

C1kfk�

�
� �

�
Mf(x)

C0kfk�

�
:(2.11)

Therefore I� is bounded from L�(X) to L	
weak

(X). Moreover, if � 2 r2, then I� is bounded

from L�(X) to L	(X).

Remark 2.1. Let

Tf(x) = sup
t>0

����Z
X

f(y)K(t; x; y) d�(y)

���� ;
where K : (0;+1)�X �X ! C is a kernel such that

jK(t; x; y)j � C
�(d(x; y))

d(x; y)Q
;(2.12)

for some C > 0 independently of t, x, y. Then the theorem also holds for the operator T .

Remark 2.2. We de�ne a generalized fractional maximal function M� by

M�f(x) = sup
B3x

�(�(B)1=Q)

�(B)

Z
B

jf(y)j d�(y):
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Let

K(t; x; y) =

(
�(t)=tQ y 2 B(x; t);

0 y =2 B(x; t):

Then K satis�es (2.12) and T jf j � M�f . Hence the theorem also holds for the operator

M�.

The next corollary is for the operator ��I�. For any space of homogeneous type (X;d; �)

there exists a quasi-distance Æ such that (X; Æ; �) is normal and that

Æ(x; y) � C�(B(x; d(x; y)))

(see Mac��as and Segovia [8]). From (2.3) and (2.4) with Q = 1 it follows that

�(�(B(x; d(x; y))))

�(B(x; d(x; y)))
� C

�(Æ(x; y))

Æ(x; y)
:

By Remark 2.1 we have the following:

Corollary 2.2. Let � satisfy (2.3){(2.5) with Q = 1. Let � and 	 be Young functions with

(2.6). Assume that (2.9) and (2.10) hold with Q = 1. Then, for any C0 > 0, there exists a

constant C1 > 0 such that, for f 2 L�(X),

	

0@
��� ��I�f(x)���
C1kfk�

1A � �

�
Mf(x)

C0kfk�

�
:(2.13)

Therefore ��I� is bounded from L�(X) to L	
weak

(X). Moreover, if � 2 r2, then
��I� is bounded

from L�(X) to L	(X).

For functions �; � : (0;+1)! (0;+1), we denote �(r) � �(r) if there exists a constant

C > 0 such that

C�1�(r) � �(r) � C�(r); r > 0:

A function � : (0;+1) ! (0;+1) is said to be almost increasing (almost decreasing) if

there exists a constant C > 0 such that �(r) � C�(s) (�(r) � C�(s)) for r � s.

Remark 2.3. From (2.3) it follows that

�(r) � C

Z r

0

�(t)

t
dt:(2.14)

If �(r)=r" is almost increasing for some " > 0 and �(t)=tQ is almost decreasing, then �

satis�es (2.3){(2.5) and
R
r

0
(�(t)=t) dt � �(r). Let � satisfy (2.4) and

�(r) =

(
1=(log(1=r))�+1 for small r;

(log r)��1 for large r;
� > 0:

Then Z r

0

�(t)

t
dt �

(
1=(log(1=r))� for small r;

(log r)� for large r:

Remark 2.4. In the case �(r) = r, (2.9) is equivalent to

�(t)

tQ
�

A
R
r

0
(�(s)=s) ds

rQ
; 0 < r � t:

This inequality follows from (2.4) and (2.14).
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Remark 2.5. If �(X) < +1, then (2.10) for large r is equivalent to 	(r) � �(Cr) for small

r.

We will apply Theorem 2.1 to prove Propositions 5.3 and 5.4. The following corollaries

are stated without the complementary function. We will apply Corollary 2.3 to prove

Propositions 5.1 and 5.2. We cannot use, however, the corollaries to prove Propositions 5.3

and 5.4. The proof of the next corollary is the same as [10, Proof of Cor. 3.2].

Corollary 2.3. Let (X;d; �) be Q-homogeneous and � satisfy (2.3){(2.5). Let � and 	 be

Young functions with (2.6). Assume thatZ
r

0

�(t)

t
dt ��1

�
1

rQ

�
is almost decreasing for 0 < r < ! and that there exist constants A;A0 > 0 such thatZ

!

r

�(t)

t
��1

�
1

tQ

�
dt � A

Z
r

0

�(t)

t
dt ��1

�
1

rQ

�
for 0 < r < !;(2.15) Z

min(r;!)

0

�(t)

t
dt ��1

�
1

rQ

�
� A0 	�1

�
1

rQ

�
for 0 < r < +1:(2.16)

Then (2.11) holds. Therefore I� is bounded from L�(X) to L	
weak

(X). Moreover, if � 2 r2,

then I� is bounded from L�(X) to L	(X).

Remark 2.6. If r"�(r)��1(1=rQ) is almost decreasing for some " > 0, thenZ !

r

�(t)

t
��1

�
1

tQ

�
dt � C�(r) ��1

�
1

rQ

�
:

This inequality and (2.14) yield (2.15).

Corollary 2.4. Let (X;d; �) be Q-homogeneous and �(r) = r� with 0 < � < Q. Let � and

	 be Young functions with (2.6). Assume that there exist constants A;A0 > 0 such thatZ
!

r

t��1��1
�

1

tQ

�
dt � Ar� ��1

�
1

rQ

�
for 0 < r < !;(2.17)

min(r; !)� ��1
�

1

rQ

�
� A0 	�1

�
1

rQ

�
for 0 < r < +1:(2.18)

Then (2.11) holds. Therefore I� is bounded from L�(X) to L	
weak

(X). Moreover, if � 2 r2,

then I� is bounded from L�(X) to L	(X).

To prove this corollary by Corollary 2.3, we need the almost decreasingness of

r���1(1=rQ). Since the function r���1(1=rQ) satis�es (2.3), it follows from (2.17) thatZ !

r

t��1��1
�

1

tQ

�
dt � r� ��1

�
1

rQ

�
for 0 < 2r < !:

Hence r���1(1=rQ) is almost decreasing.

The Hardy-Littlewood-Sobolev theorem follows immediately from Corollary 2.4.

Corollary 2.5 (Hardy-Littlewood-Sobolev). Let (X;d; �) be Q-homogeneous and �(r) =

r�, �(r) = rp and 	(r) = rq with 0 < � < Q, 1 � p < Q=� and Q=q = Q=p � �. Then

(2.11) holds. Therefore I� is bounded from L1(X) to L
q

weak
(X) for p = 1 and from Lp(X)

to Lq(X) for 1 < p < Q=�.

Similarly to Corollaries 2.3{2.5, we can state the results for the operator ��I�.
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3. Preliminalies

Let � be a Young function. By the convexity and �(0) = 0, we have

�(r) �
r

s
�(s) for r � s:(3.1)

Let e� be the complementary function with respect to �. Then

e���(r)
r

�
� �(r); r > 0:(3.2)

Actually,
�(r)

r
s � �(s) � �(r) for s < r

and
�(r)

r
s� �(s) � 0 for s � r:

We note that Z
X

jf(x)g(x)j d�(x) � 2kfk�kgke�(3.3)

(see for example [15]).

A function � is said to satisfy the �2-condition, denoted � 2 �2, if

�(2r) � k�(r); r � 0;

for some k > 0.

A Young function � with (2.6) is called an N-function if �(r)=r ! 0 as r ! +0 and

�(r)=r ! +1 as r ! +1. If � is an N-function, then the complementary function e� is

also an N-function, and

r � ��1(r)e��1(r) � 2r; r � 0:(3.4)

� 2 r2 if and only if e� 2 �2.

Let K3 be the constant in (2.2) and let K4

Q = K3(1 +K3). Then

rQ =
�
K�1

3
K4

Q
�K3

�
rQ � � (B(x;K4r) nB(x; r)) � K3K4

QrQ for K4r < !:(3.5)

4. Proof of Theorem 2.1

Let

J1 =

Z
d(x;y)<r

f(y)
�(d(x; y))

d(x; y)Q
d�(y) and

J2 =

Z
d(x;y)�r

f(y)
�(d(x; y))

d(x; y)Q
d�(y):

Let

h(r) = inf

�
�(s)

sQ
: s � r

�
; r > 0:

Then h is nonincreasing. It follows thatZ
d(x;y)<r

jf(y)jh(d(x; y)) d�(y) �Mf(x)

Z
d(x;y)<r

h(d(x; y)) d�(y)

(see Stein[18, p.57]). Since h(r) � �(r)=rQ ,

jJ1j � CMf(x)

Z
d(x;y)<r

�(d(x; y))

d(x; y)Q
d�(y) = CMf(x)

Z
d(x;y)<min(r;!)

�(d(x; y))

d(x; y)Q
d�(y):
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By (2.3) and (3.5), we haveZ
s�d(x;y)<K4s

�(d(x; y))

d(x; y)Q
d�(y) �

Z
K4s

s

�(t)

t
dt for K4s < !:

Hence

jJ1j � CMf(x)

Z
min(r;!)

0

�(t)

t
dt:(4.1)

Next we estimate J2. If r � !, then J2 = 0. So we assume that r < !. By (3.3) we have

jJ2j � 2

�(d(x; �))d(x; �)Q
�B(x;r)C(�)


e�

kfk�:(4.2)

where �B(x;r)C is the characteristic function of the complement of B(x; r). Let

F (r) =

Z
r

0

�(s)

s
ds ��1

�
1

rQ

�
:(4.3)

We show �(d(x; �))d(x; �)Q
�B(x;r)C(�)


e�

� CF (r):(4.4)

From (2.3), (3.5) and the increasingness of e� it follows thatZ
s�d(x;y)<K4s

e���(d(x; y))
�d(x; y)Q

�
d�(y) � C3

Z K4s

s

e��C2�(t)

�tQ

�
tQ�1 dt;(4.5)

where C2 and C3 are independent of � > 0, s > 0 and x 2 X. We may assume that

C3A
0
� 1. By (3.1) and (2.9) we haveZ

!

r

e�� �(t)

C3AA0F (r)tQ

�
tQ�1 dt �

1

C3A0

Z
!

r

e�� �(t)

AF (r)tQ

�
tQ�1 dt �

1

C3

:(4.6)

Let � = C2C3AA
0F (r). Then, by (4.5) and (4.6) we haveZ

d(x;y)�r

e���(d(x; y))
�d(x; y)Q

�
d�(y) � 1;(4.7)

and so (4.4). By (4.1), (4.2) and (4.4) we have

jI�f(x)j = jJ1 + J2j � C

�
Mf(x) + kfk��

�1

�
1

rQ

��Z
min(r;!)

0

�(t)

t
dt:(4.8)

Choose r > 0 so that

��1
�

1

rQ

�
=

Mf(x)

C0kfk�
:(4.9)

Then Z
min(r;!)

0

�(t)

t
dt � A00

	�1
�
1

rQ

�
��1

�
1

rQ

� = A00
	�1 Æ �

�
Mf(x)

C0kfk�

�
Mf(x)

C0kfk�

:(4.10)

By (4.8), (4.9) and (4.10) we have

jI�f(x)j � C1kfk�	
�1
Æ�

�
Mf(x)

C0kfk�

�
:

Therefore we have (2.11).
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Let C0 be as in (2.7). Then

sup
r>0

	(r) m

�
r;
jI�f(x)j

C1kfk�

�
= sup

r>0

r m

�
r;	

�
jI�f(x)j

C1kfk�

��
� sup

r>0

r m

�
r;�

�
Mf(x)

C0kfk�

��
= sup

r>0

�(r) m

�
r;

Mf(x)

C0kfk�

�
� 1;

i.e.

kI�fk	;weak � C1kfk�:

Let C0 be as in (2.8). ThenZ
X

	

�
jI�f(x)j

C1kfk�

�
d�(x) �

Z
X

�

�
Mf(x)

C0kfk�

�
d�(x) � 1;

i.e.

kI�fk	 � C1kfk�:

5. Propositions

In this section we investigate the cases

�(r) = (log(1=r))�� ; (log(1=r))�1(log log(1=r))��; rQ(log(1=r))�; etc.

We assume that �(X) = +1. (For the case �(X) < +1, see Remark 2.5.)

For large r, let

l1(r) = log r; li+1(r) = log li(r) (i = 1; 2; : : : );

e1(r) = exp r; ei+1(r) = exp ei(r) (i = 1; 2; : : : ):

Let �1 < � < +1. For small r, let

L[n;�](r) =

8>><>>:
r� n = 0;

(log(1=r))�� n = 1;�Qn�1

i=1
li(1=r)

�
�1

(ln(1=r))
�� n � 2:

For large r, let

L[n;�](r) =

8>><>>:
r� n = 0;

(log r)� n = 1;�Qn�1

i=1
li(r)

�
�1

(ln(r))
� n � 2:

Let 0 < p <1. For small �, let

E[n;p](�) =

(
�p n = 0;

1=en(1=�
p) n � 1:

For large �, let

E[n;p](�) =

(
�p n = 0;

en(�
p) n � 1:

We de�ne Gi � (f0g [ N) � (�1;+1)� (0;+1)� (0;+1) (i = 1; 2) as follows:

(n;�; p; q) 2 G1 ()(
0 < � < Q; 1 < p < Q=�; q > 1; Q=q � Q=p� �; when n = 0;

� > 1; 0 < p < 1=(� � 1); 1=q � 1=p� (�� 1); when n � 1:
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(n;�; p; q) 2 G2 ()8>>>>>>>><>>>>>>>>:

1 < p < Q=�; Q=q � Q=p� �; when n = 0 and 0 < � < Q;

1 < p < q <1; when n = 0 and � = 0;

1 < p � q <1; when n = 0 and � < 0;

0 < p < 1=(�+ 1); 1=q � 1=p� (� + 1); when n � 1 and � > �1;

0 < p < q <1; when n � 1 and � = �1;

0 < p � q <1; when n � 1 and � < �1:

Proposition 5.1. Let (ni; �i; pi; qi) 2 Gi (i = 1; 2). Let � satisfy (2.3) and

�(r) =

(
L[n1;�1](r) for small r;

L[n2;�2](r) for large r:

Let � and 	 be N-functions such that

�(�) =

(
E[n2;p2]

(�) for small �;

E[n1;p1](�) for large �;
	(�) =

(
E[n2;q2]

(�) for small �;

E[n1;q1](�) for large �:

Then (2.11) holds and I� is bounded from L�(X) to L	(X).

Remark 5.1. The case

(n1; �1; p1; q1) = (n2; �2; p2; q2) = (0; �; p; q)

is the Hardy-Littlewood-Sobolev theorem. Let

(n1; �1; p1; q1) = (1; �+ 1; p; q) and (n2; �2; p2; q2) = (1; �� 1; p; q):

Then we have that I� is bounded from expLp to expLq.

Proof. There exist small constant r1 and large constant r2 such that, for 0 < r � r1,8>>><>>>:
�(r) = r�1 ;

��1(1=rQ) = r�Q=p1 ;

	�1(1=rQ) = r�Q=q1 ;

�(r)��1(1=rQ) = r�1�Q=p1 ;

when n1 = 0:

8>>><>>>:
�(r) = L[n1;�1](r);

��1(1=rQ) � (ln1(1=r))
1=p1 ;

	�1(1=rQ) � (ln1(1=r))
1=q1 ;

�(r)��1(1=rQ) � L[n1;�1�1=p1](r);

when n1 � 1;

and, for r � r2,8>>><>>>:
�(r) = r�2 ;

��1(1=rQ) = r�Q=p2 ;

	�1(1=rQ) = r�Q=q2 ;

�(r)��1(1=rQ) = r�2�Q=p2 ;

when n2 = 0:

8>>><>>>:
�(r) = L[n2;�2](r);

��1(1=rQ) � (ln2(r))
�1=p2 ;

	�1(1=rQ) � (ln2(r))
�1=q2 ;

�(r)��1(1=rQ) � L[n2;�2�1=p2](r);

when n2 � 1:
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Hence, for 0 < r � r1,Z r

0

�(t)

t
dt �

(
r�1 ; when n1 = 0;

(ln1(1=r))
��1+1; when n1 � 1;Z

r1

r

�(t)

t
��1

�
1

tQ

�
dt �

(
Cr�1�Q=p1 ; when n1 = 0;

C(ln1(1=r))
��1+1+1=p1; when n1 � 1;

and, for r � r2,

Z
r

0

�(t)

t
dt �

8>>>>>>>><>>>>>>>>:

r�2 ; when n2 = 0 and 0 < �2 < Q;

log r; when n2 = 0 and �2 = 0;

1; when n2 = 0 and �2 < 0;

(ln2(r))
�2+1; when n2 � 1 and �2 > �1;

(ln2+1(r)); when n2 � 1 and �2 = �1;

1; when n2 � 1 and �2 < �1;Z
+1

r

�(t)

t
��1

�
1

tQ

�
dt �

(
r�2�Q=p2 ; when n2 = 0;

(ln2(r))
�2+1�1=p2 ; when n2 � 1:

Let F (r) be as (4.3). ThenZ
r1

r

�(t)

t
��1

�
1

tQ

�
dt � CF (r) � C 0	�1

�
1

rQ

�
; 0 < r � r1;

and Z
+1

r

�(t)

t
��1

�
1

tQ

�
dt � CF (r) � C 0	�1

�
1

rQ

�
; r � r2:

Since F (r) and 	�1(1=rQ) are continuous,Z
r2

r1

�(t)

t
��1

�
1

tQ

�
dt � CF (r) � C 0	�1

�
1

rQ

�
; r1 � r � r2:

Using the almost decreasingness of F (r), we have (2.15) and (2.16). Applying Corollary

2.3, we obtain the desired result.

We de�ne Hi � [1; Q) � (�1;+1)� (�1;+1)� (�1;+1) (i = 1; 2) as follows:

(p; �; �; ) 2 H1 ()

(
� > 1; 0 � � < +1; 0 �  � � + � � 1 when p = 1;

� > 1; �1 < � < +1;  � �+ � � 1 when 1 < p < Q:

(p; �; �; ) 2 H2 ()8>>>>>>>><>>>>>>>>:

0 � � < +1;  � �+ � + 1 when p = 1 and � > �1;

0 � � <  < +1 when p = 1 and � = �1;

0 � � �  < +1 when p = 1 and � < �1;

�1 < � < +1;  � �+ � + 1 when 1 < p < Q and � > �1;

�1 < � <  < +1 when 1 < p < Q and � = �1;

�1 < � �  < +1 when 1 < p < Q and � < �1:

Proposition 5.2. Let ni � 1 and (pi; �i; �i; i) 2 Hi (i = 1; 2). Let � satisfy (2.3) and

�(r) =

(
L[n1;�1](r) for small r;

L[n2;�2](r) for large r:
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Let � and 	 be Young functions such that

�(�) =

(
�p2(ln2(1=�))

�p2�2 for small �;

�p1(ln1(�))
p1�1 for large �;

	(�) =

(
�p2(ln2(1=�))

�p22 for small �;

�p1(ln1(�))
p11 for large �:

Then (2.11) holds. Therefore I� is bounded from L�(X) to L	
weak

(X) for p1 = 1 or p2 = 1,

and, from L�(X) to L	(X) for 1 < pi < Q (i = 1; 2).

Proof. First we note that

��1(�) �

(
�1=p2(ln2(1=�))

�2 for small �;

�1=p1(ln1(�))
��1 for large �

follows from (
�(�1=p2(ln2(1=�))

�2) � � for small �;

�(�1=p1(ln1(�))
��1 ) � � for large �;

and ��1 2 �2. Similarly,

	�1(�) �

(
�1=p2(ln2(1=�))

2 for small �;

�1=p1(ln1(�))
�1 for large �:

There exist small constant r1 and large constant r2 such that, for 0 < r � r1,Z
r

0

�(t)

t
dt � (ln1(1=r))

��1+1;

��1(1=rQ) � (1=rQ)1=p1(ln1(1=r))
��1 ;

	�1(1=rQ) � (1=rQ)1=p1(ln1(1=r))
�1 ;

�(r)��1(1=rQ) � (1=rQ)1=p1L[n1;�1+�1](r);

and, for r � r2, Z r

0

�(t)

t
dt �

8><>:
(ln2(r))

�2+1; when �2 > �1;

(ln2+1(r)); when �2 = �1;

1; when �2 < �1;

��1(1=rQ) � (1=rQ)1=p2 (ln2(r))
�2 ;

	�1(1=rQ) � (1=rQ)1=p2 (ln2(r))
2 ;

�(r)��1(1=rQ) � (1=rQ)1=p2L[n2;�2+�2](r):

Then we have (2.16). Since r"�(r)��1(1=rQ) is almost decreasing for some " > 0, by

Remark 2.6 we have (2.15). Applying Corollary 2.3, we obtain the desired result.

Proposition 5.3. Let ni � 1; �i > 0 (i = 1; 2). Let � satisfy (2.3) and

�(r) =

(
rQ(ln1(1=r))

�1 for small r;

rQ(ln2(r))
��2 for large r:

Let �(�) = �, and 	 be N-function such that

	(�) =

(
1=en2((1=�)

1=�2 ) for small �;

en1(�
1=�1 ) for large �:
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Then (2.11) holds and I� is bounded from L1(X) to L	
weak

(X).

Proof. By Remark 2.4 we have (2.9). There exist small constant r1 and large constant r2
such that, for 0 < r � r1, Z r

0

�(t)

t
dt � �(r) = rQ(ln1(1=r))

�1 ;

��1(1=rQ) = 1=rQ;

	�1(1=rQ) � (ln1(1=r))
�1 ;

and, for r � r2, Z
r

0

�(t)

t
dt � �(r) = rQ(ln2(r))

��2

��1(1=rQ) = 1=rQ;

	�1(1=rQ) � (ln2(r))
��2 :

Then we have (2.10). Applying Theorem 2.1, we obtain the desired result.

Proposition 5.4. Let ni � 1; �i > �i > 0 (i = 1; 2). Let � satisfy (2.3) and

�(r) =

(
rQ(ln1(1=r))

�1 for small r;

rQ(ln2(r))
��2 for large r:

Let � and 	 be N-functions such that

�(�) =

(
�(ln2(1=�))

��2 for small �;

�(ln1(�))
�1 for large �;

	(�) =

(
1=en2((1=�)

1=(�2��2)) for small �;

en1(�
1=(�1��1)) for large �:

Then (2.11) holds and I� is bounded from L�(X) to L	
weak

(X).

Proof. First we note that

��1(�) �

(
�(ln2(1=�))

�2 for small �;

�(ln1(�))
��1 for large �:

Let e� be the complementary function with respect to �. From (3.4) it follows that

e��1(�) � ((ln2(1=�))��2 for small �;

(ln1(�))
�1 for large �:

Then there exist constants �1, �2 (0 < �2 < �1) such that

1=en2((�=C)
�1=�2) � e�(�) � 1=en2((C�)

�1=�2); 0 � � � �2;(5.1)

en1((�=C)
1=�1) � e�(�) � en1((C�)

1=�1); � � �1:(5.2)

There exist small constant r1 and large constant r2 such that, for 0 < r � r1,Z r

0

�(t)

t
dt � �(r) = rQ(ln1(1=r))

�1 ;

��1(1=rQ) � (1=rQ)(ln1(1=r))
��1 ;

	�1(1=rQ) � (ln1(1=r))
�1��1;



914 EIICHI NAKAI

and, for r � r2, Z r

0

�(t)

t
dt � �(r) = rQ(ln2(r))

��2

��1(1=rQ) � (1=rQ)(ln2(r))
�2 ;

	�1(1=rQ) � (ln2(r))
��2+�2:

Then we have (2.10).

There exist constants Æ;M; r3; r4 > 0 (r3 � r1, r2 � r4) such that

en1

�
Æ ln1

�
1

t

��
�

�
1

t

�Q=2
; 0 < t � r3;(5.3)

en2(M ln2(t)) � t2Q; t � r4:(5.4)

Let A > 0 be suÆciently large. Let F (r) be as (4.3).

Let 0 < r � t � r3. If �(t)=(AF (r)t
Q ) > �1, then (5.2) and (5.3) show

e�� �(t)

AF (r)tQ

�
� en1

 �
C�(t)

AF (r)tQ

�
1=�1

!
� en1

 �
C4(ln1(1=t))

�1

A(ln1(1=r))
�1��1

�
1=�1

!

= en1

 �
C4(ln1(1=t))

�1��1

A(ln1(1=r))
�1��1

�1=�1
ln1

�
1

t

�!
� en1

 �
C4

A

�
1=�1

ln1

�
1

t

�!
�

�
1

t

�Q=2
:

If �(t)=(AF (r)tQ ) � �1, then e�(�(t)=(AF (r)tQ)) � e�(�1). HenceZ r3

r

e�� �(t)

AF (r)tQ

�
tQ�1 dt � C; 0 < r � r3:(5.5)

Let r4 � r � t. Since

�(t)

F (r)tQ
�

(ln2(t))
��2

(ln2(r))
��2+�2

�

1

(ln2(r4))
�2
;

we may assume �(t)=(AF (r)tQ) < �2. Then (5.1) and (5.4) show

e�� �(t)

AF (r)tQ

�
� 1=en2

 �
C�(t)

AF (r)tQ

�
�1=�2

!
� 1=en2

 �
C5(ln2(t))

��2

A(ln2(r))
��2+�2

�
�1=�2

!

= 1=en2

 �
C5(ln2(t))

��2+�2

A(ln2(r))
��2+�2

��1=�2
ln2(t)

!
� 1=en2

 �
C5

A

�
�1=�2

ln2(t)

!
� t�2Q:

Hence Z
+1

r

e�� �(t)

AF (r)tQ

�
tQ�1 dt � C; r � r4:(5.6)

Using (5.5), (5.6) and the almost decreasingness of F (r), we have (2.9).

Applying Theorem 2.1, we obtain the desired result.
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