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Abstract. We present a tree-grass competition model on the basis of the forest kine-
matic model due to Kuznetsov-Antonovsky-Biktashev-Aponina [6]. The main purpose
of the paper is to construct global solutions and to construct a dynamical system gen-
erated by the model equations. By numerical computations, we also show that our
model actually admits coexisting solutions of trees and grass.

1 Introduction We want to study the kinematics of forest-grassland system from a view-
point of competitive system between trees and grass.

Our mathematical model is written as the initial-boundary value problem for a parabolic-
ordinary system

(1.1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u

∂t
= βδ[w − w∗]+ − (λg + av2 + c)u− fu in Ω× (0,∞),

∂v

∂t
= fu− hv in Ω× (0,∞),

∂w

∂t
= dwΔw − βw + αv in Ω× (0,∞),

∂g

∂t
= dgΔg − μvg + γ(g − �)(1− g)g in Ω× (0,∞),

∂w

∂n
=

∂g

∂n
= 0 on ∂Ω× (0,∞),

u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), g(x, 0) = g0(x) in Ω,

in a two-dimensional bounded, C2 or convex domain Ω. Here, the unknown functions u(x, t)
and v(x, t) denote tree densities of young and old age classes, respectively, at a position
x ∈ Ω and at time t ∈ [0,∞). The unknown function w(x, t) denotes a density of seeds in
the air at x ∈ Ω and t ∈ [0,∞). Meanwhile, g(x, t) denotes a density of grass at x ∈ Ω and
t ∈ [0,∞).

The third equation in (1.1) describes the kinetics of seeds; dw > 0 is a diffusion constant,
and α > 0 and β > 0 are seed production and seed deposition rates, respectively. The first
equation describes growth of young age trees; here, 0 < δ ≤ 1 is a seed establishment rate,
the term [w−w∗]+ = max{w−w∗, 0} means that a fixed amount w∗ of seeds on the ground
are consumed (by animals or birds), λg+ av2 + c is a mortality of young age trees which is
proportional to the densities g and v2 with coefficients λ > 0 and a > 0, c > 0 being a basic
mortality. The second equation describes growth of old age trees; f > 0 is an aging rate
from young age to old age, and h > 0 is a mortality. Finally, the fourth equation describes
growth of grass that is basically given by a reaction-diffusion equation with a diffusion
constant dg > 0 and with a cubic growth function γ(g − �)(1 − g)g, where 0 < � < 1 is an
unstable state and γ > 0 is a reaction rate, the term −μvg denotes suppression by the trees
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2 J. Yang and A. Yagi

with a coefficient μ > 0. On w and g, the homogeneous Neumann conditions are imposed
on the boundary ∂Ω. Nonnegative initial functions u0(x) ≥ 0, v0(x) ≥ 0, w0(x) ≥ 0 and
g0(x) ≥ 0 are given in Ω for all unknown functions.

This model is derived by the present authors on the basis of the classical forest kinematic
model [6]. The detail of derivation is discussed in Section 2.

First, for suitable initial values (u0, v0, w0, g0), we construct a unique global solution in
the underlying space

X = {(u, v, w, g); u ∈ L∞(Ω), v ∈ L∞(Ω), w ∈ L2(Ω), g ∈ L2(Ω)}.
As the equations of u and v are an ordinary equation for each x ∈ Ω, the underlying spaces
for u and v must be a Banach algebra. In addition, even if u0(x) and v0(x) are continuous
functions on Ω, u(x, t) and v(x, t) of the global solution can tend to a stationary solution
(u, v, w, g) as t → ∞ in which u and v are discontinuous functions. By this reason, we set
L∞(Ω) for the underlying spaces of u and v. Meanwhile, as w and g satisfy a diffusion
equation, u(t) and g(t) belong to H2(Ω) ⊂ C(Ω) for any t > 0. In constructing a local
solution, we apply the theory of abstract parabolic evolution equations as in [2, 3, 4] (see
also [15, Chapter 11]).

Second, after constructing a dynamical system generated by (1.1), we show that there
exists a bounded absorbing set (see [14]). This in particular implies that every solution to
(1.1) admits a nonempty ω-limit set in a suitable weak topology of X.

Third, by numerical methods, we observe that the model (1.1) includes some solutions
showing segregation patterns. Under careful tuning for the parameters in the equations of
(1.1), we observe that solutions starting from some class of initial values tend to a stationary
solution (0, 0, 0, 1) as t → ∞. Solutions starting another class of initial values tend to a
stationary solution of the form v(hf−1, 1, αβ−1, 0), where v is a positive solution of the
cubic equation

ahv3 + [(c+ f)h− fαδ]v + fβδw∗ = 0.

And solutions starting from the other class of initial values tend to a stationary solution
(u, v, w, g) which is not homogeneous but shows coexistence of trees and grass. As we can
see a clear curve which divides Ω into forest and grassland, such a stationary might be
called a segregation pattern.

In the forth coming paper [10], the authors will discuss segregation patterns in detail.

2 Kinematics of forests and grasslands Kuznetsov-Antonovsky-Biktashev-Aponina
have first presented by their paper [6] a continuous space model describing the kinematics
of forests. That is written as

(2.1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u

∂t
= βδw − ϕ(v)u− fu in Ω× (0,∞),

∂v

∂t
= fu− hv in Ω× (0,∞),

∂w

∂t
= dΔw − βw + αv in Ω× (0,∞),

∂w

∂n
= 0 on ∂Ω× (0,∞),

u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), in Ω.

As seen, the main difference of (2.1) from (1.1) is that the state variables consist of u, v
and w and do not include the density of grass g(x, t). As a consequence, the mortality of

Jian Yan Yan Y ng1 and Atsushi Yasushi Yasushi Y gi2 GLOBAL EXISTENCE FOR TREE-GRASS COMPETITION MODEL164



3

young age trees is given by a function of the density of old age trees alone, i.e., ϕ(v). As
for a typical form of ϕ(v), they proposed ϕ(v) such that

(2.2) ϕ(v) = a(v − b)2 + c,

where a, b, c > 0 are positive constants (see [6, p. 220]). This means that the mortality
takes its minimum when v is an optimal value b.

It is quite reasonable to assume that the higher the density of old age trees is, the higher
the mortality of young age trees, because the dense canopy of old age trees admits only
a small amount of light transmission and prevents young age trees under it from growing
regularly and because the trees which cease growing die at a higher rate. In the meantime,
it is very difficult to understand a reason why the mortality ϕ(v) increases as v → 0 for
0 < v < b. It may be possible to claim that a canopy of suitable density protects young age
trees under it by providing them with a comfortable shelter. On the other hand, according
to the articles [1, 5, 8, 9], it is known that trees and grass are always in competition. The
old age trees prevent grass’s growth and conversely the grass prevents seedling’s growth. So,
we want to explain by tree-grass competition why the mortality of young age trees increases
as old age tree’s density decreases less than the critical value b. More precisely, we want to
present in this paper a tree-grass competition model for the kinematics of forest together
with grassland.

As already shown, our mortality function is given by

(2.3) γ(g, v) = λg + av2 + c.

It is similar to (2.2) for sufficiently large v. But, for small v, the mortality is governed by
the density of grass and is actually proportional to it.

In addition, we need to introduce a growth equation for the grassland. As the basic
growth equation, we use the usual reaction-diffusion equation

∂g

∂t
= dgΔg + γ(g − �)(1− g)g

including a cubic growth function γ(g − �)(1 − g)g. To this equation, we incorporate the
effect of competition with trees that is described by −μvg.

In this way, our tree-grass competition model (1.1) is derived on the basis of the classical
model (2.1) due to Kuznetsov-Antonovsky-Biktashev-Aponina just by incorporating newly
competition effects between trees and grass and a growth equation of grassland.

3 Preliminary I) Some inequality. It is easily verified that

(3.1) (g − �)(1− g)g6 ≤ 1− �

6

(
1− g6

)
for 0 ≤ g < ∞.

Indeed, we have

(g − �)g6 <
1− �

6

(
1 + g + g2 + · · ·+ g5

)
for 0 ≤ g < 1.

Meanwhile,

(g − �)g6 >
1− �

6

(
1 + g + g2 + · · ·+ g5

)
for 1 < g < ∞.

GLOBAL EXISTENCE FOR TREE-GRASS COMPETITION MODEL
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4 J. Yang and A. Yagi

II) Function Spaces. Let Ω is a bounded, C2 or convex domain in R2. For 0 ≤ s ≤ 2,
Hs(Ω) denotes the complex Sobolev space, its norm being denoted by � · �Hs (see [13,
Chap. 1]). For 0 ≤ s0 ≤ s ≤ s1 ≤ 2, Hs(Ω) coincides with the complex interpolation space
[Hs0(Ω), Hs1(Ω)]θ, where s = (1− θ)s0 + θs1, and among their norms the estimate

(3.2) � · �Hs ≤ C� · �1−θ
Hs0 � · �θHs1

holds true. When 0 ≤ s < 1, Hs(Ω) ⊂ Lp(Ω), where 1
p = 1−s

2 , with continuous embedding

(3.3) � · �Lp ≤ Cs� · �Hs .

When s = 1, H1(Ω) ⊂ Lq(Ω) for any finite 2 ≤ q < ∞ with the estimate

(3.4) � · �Lq ≤ Cpq� · �1−
p
q

H1 � · �
p
q

Lp ,

where 1 ≤ p < q < ∞. When s > 1, Hs(Ω) ⊂ C(Ω) with continuous embedding

(3.5) � · �C ≤ Cs� · �Hs .

III) Linear Operators. Consider a sesquilinear form given by

a(u, v) = d

∫

Ω

∇u · ∇v dx+ c

∫

Ω

uv dx, u, v ∈ H1(Ω),

d and c being positive constants. From this form, one can define a realization Λ of the
Laplace operator −dΔ+ c in the space L2(Ω) under the homogeneous Neumann conditions
on the boundary ∂Ω (see [12, Chap. VI]).

The realization Λ is a positive definite self-adjoint operator of L2(Ω), i.e., Λ ≥ c. When
Ω is bounded and, convex or C2, its domain is characterized by

(3.6) D(Λ) = H2
N (Ω) ≡ {u ∈ H2(Ω); ∂u

∂n = 0 on ∂Ω}.

For 0 < θ < 1, the fractional powers Λθ of Λ are defined and also are positive definite
self-adjoint in L2(Ω). As shown in [15, Sec. 16.4], their domains are characterized by

(3.7) D(Λθ) =

{
H2θ(Ω), when 0 ≤ θ < 3

4 ,

H2θ
N (Ω) ≡ {u ∈ H2θ(Ω); ∂u

∂n = 0 on ∂Ω}, when 3
4 < θ ≤ 1.

In addition, the following equivalence estimates

(3.8) C−1�Λθ · �L2 ≤ � · �H2θ ≤ C�Λθ · �L2

hold true with some constant C > 0.
Furthermore, let e−tΛ (0 ≤ t < ∞) denote the semigroup generated by −Λ. Then, the

positivity Λ ≥ c implies that

(3.9) �e−tΛ�L(L2) ≤ e−ct, 0 ≤ t < ∞.

In addition, it is known for 0 < θ ≤ 1 that

(3.10) �Λθe−tΛ�L(L2) ≤ Ct−θ, 0 < t < ∞,
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with some constant C > 0.

IV) Evolution Equations. Consider the Cauchy problem for an evolution equation
⎧⎨
⎩

du

dt
+ Λu = f(t), 0 < t ≤ T,

u(0) = u0

in the space L2(Ω), Λ being a positive definite self-adjoint operator of L2(Ω). Let f ∈
C([0, T ];L2(Ω)) and u0 ∈ L2(Ω). If u(t) is a strict solution lying in the solution space:

u ∈ C([0, T ];L2(Ω)) ∩ C((0, T ];D(Λ)) ∩ C1((0, T ];L2(Ω)),

then u(t) is necessarily represented by the formula

(3.11) u(t) = e−tΛu0 +

� t

0

e−(t−s)Λf(s)ds, 0 ≤ t ≤ T.

Next, consider the Cauchy problem of a linear equation
⎧⎨
⎩

du

dt
= p(t)u+ q(t), 0 < t ≤ T,

u(0) = u0

in the space L∞(Ω), p(t) and q(t) being functions such that p, q ∈ C([0, T ];L∞(Ω)). Then,
one can show that, for any initial value u0 ∈ L∞(Ω), there exists a unique strict solution
u ∈ C1([0, T ];L∞(Ω)) and the solution is given by

(3.12) u(t) = e
∫ t
0
p(τ)dτu0 +

� t

0

e
∫ t
s
p(τ)dτq(s)ds, 0 ≤ t ≤ T.

For the proof, see [15, p. 53].

4 Local solutions In order to construct local solutions to (1.1), we want to apply the
theory of abstract semilinear parabolic evolution equations.

As for the first and second equations of (1.1), we handle them in the space L∞(Ω)
because they are ordinary differential equations for each x ∈ Ω. Meanwhile, as for the third
and fourth equations which are diffusion equations, we handle them in the space L2(Ω).
Thereby, we set the following underlying space

(4.1) X ≡

⎧⎪⎪⎨
⎪⎪⎩

⎛
⎜⎜⎝
u
v
w
g

⎞
⎟⎟⎠ ; u, v ∈ L∞(Ω) and w, g ∈ L2(Ω)

⎫⎪⎪⎬
⎪⎪⎭

.

In the space X, (1.1) can be formulated as the Cauchy problem

(4.2)

⎧
⎨
⎩

dU

dt
+AU = F (U), 0 < t < ∞,

U(0) = U0.

Here, A denotes a closed linear operator of X of the form

(4.3) A ≡

⎛
⎜⎜⎝
f 0 0 0
0 h 0 0
0 0 Λw 0
0 0 0 Λg

⎞
⎟⎟⎠ = diag{f, h, Λw, Λg},

GLOBAL EXISTENCE FOR TREE-GRASS COMPETITION MODEL
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6 J. Yang and A. Yagi

where Λw (resp. Λ) is a realization of the Laplace operator −dwΔ+ β (resp. −dgΔ+ 1) in
L2(Ω) under the homogeneous Neumann conditions on ∂Ω. The domain of A is given by

(4.4) D(A) = L∞(Ω)× L∞(Ω)×H2
N (Ω)×H2

N (Ω),

because of (3.6). As A is diagonal, A is easily seen to be a sectorial operator of X with angle
0, namely, its spectrum is contained in the half real line (0,∞) and its resolvent satisfies the
estimate �(z−A)−1�L(X) ≤ M

|z|+1 for z �∈ (0,∞) with some constant M > 0. Consequently,

−A generates an analytic semigroup e−tA (0 ≤ t < ∞) on X which is represented by
e−tA = diag{e−tf , e−th, e−tΛw , e−tΛg}.

Similarly, for 0 < θ < 1, the fractional power Aθ of A is represented by

(4.5) Aθ = diag{fθ, hθ, Λθ
w, Λ

θ
g} with D(Aθ) = L∞(Ω)× L∞(Ω)×D(Λθ

w)×D(Λθ
g),

(as for D(Λθ
w) and D(Λθ

g), see (3.7)).
In the meantime, F (U) denotes a nonlinear operator of X of the form

(4.6) F (U) ≡

⎛
⎜⎜⎝
βδ[Rew − w∗]+ − (λg + av2 + c)u

fu
αv

−μvg + γ(g − �)(1− g)g + g

⎞
⎟⎟⎠ , U =

⎛
⎜⎜⎝
u
v
w
g

⎞
⎟⎟⎠ ∈ D(F ),

where D(F ) = [L∞(Ω)]4. In what follows we fix an exponent ϑ arbitrarily so that

(4.7) 1
2 < ϑ < 3

4 .

Then, on account of (3.5), (3.8) and (4.5), we see that D(Aϑ) ⊂ D(F ) with continuous
embedding. In addition, since the entries of F (U) are a polynomial of u, v, w, g of at most
third order except the term [Rew−w∗]+ and since [Rew−w∗]+ is Lipschitz continuous for
w ∈ C, it is directly verified that

�F (U)− F (V )�L∞ ≤ C(�U�L∞ + �V �L∞ + 1)2�U − V �L∞

for U = t(u1, v1, w1, g1), V = t(u2, v2, w2, g2) ∈ D(F ),

with some constant C > 0. This then readily implies that

(4.8) �F (U)−F (V )�X ≤ C(�AϑU�X +�AϑV �X +1)2�Aϑ(U −V )�X , U, V ∈ D(Aϑ).

Finally, U0 denotes an initial value which is taken from D(Aϑ).
We can then conclude the following result.

Theorem 4.1. Under (4.7) let U0 = t(u0, v0, w0, g0) be in D(Aϑ), i.e., u0, v0 ∈ L∞(Ω)
and w0, g0 ∈ H2ϑ(Ω). Then, (4.2) (and hence (1.1)) possesses a unique local solution in
the function space:

(4.9)

⎧⎪⎨
⎪⎩

u, v ∈ C([0, TU0 ];L∞(Ω)) ∩ C1((0, TU0 ];L∞(Ω)),

w, g ∈ C([0, TU0
];H2ϑ(Ω)) ∩ C1((0, TU0

];L2(Ω)) ∩ C((0, TU0
];H2

N (Ω)),

t1−ϑw, t1−ϑg ∈ B((0, T0];H
2
N (Ω)).

Here, TU0
> 0 is determined only by the norm

(4.10) �u0�L∞ + �v0�L∞ + �w0�H2ϑ + �g0�H2ϑ

of the initial value U0.
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Proof. The fundamental existence theorem [15, Theorem 4.1] (presented first in [7]) is
available. Indeed, (4.8) shows that the structural assumption [15, (4.2)] is fulfilled with
β = η = ϑ. Therefore, it is concluded that (4.2) possesses a unique local solution in the
function space:

�
U ∈ C([0, TU0 ];D(Aϑ)) ∩ C1((0, TU0 ];X) ∩ C((0, TU0 ];D(A)),

t1−ϑU ∈ B((0, TU0 ];D(A)),

TU0
> 0 being determined by the norm �AϑU0�X alone.
Hence, in view of (4.4), each entry of the solution U(t) = t(u(t), v(t), w(t), g(t)) belongs

to the function space (4.9). From (3.8) and (4.5) it seen that

C−1(�u�L∞ + �v�L∞ + �w�H2ϑ + �g�H2ϑ) ≤ �AϑU�X
≤ C(�u�L∞ + �v�L∞ + �w�H2ϑ + �g�H2ϑ), U = t(u, v, w, g) ∈ D(Aϑ).

Hence, TU0
is determined by the norm of (4.10).

5 Nonnegativity of solutions We shall next verify that nonnegativity of initial func-
tions implies that of the local solution obtained in Theorem 4.1.

Theorem 5.1. Under (4.7) let U0 = t(u0, v0, w0, g0) ∈ D(Aϑ) satisfy u0 ≥ 0, v0 ≥ 0, w0 ≥
0 and g0 ≥ 0 in Ω. Then, the local solution U(t) = t(u(t), v(t), w(t), g(t)) constructed in
Theorem 4.1 is also nonnegative, i.e., u(t) ≥ 0, v(t) ≥ 0, w(t) ≥ 0 and g(t) ≥ 0 in Ω for
every 0 < t ≤ TU0

.

Proof. We want to introduce an auxiliary problem

(5.1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u

∂t
= βδ[Rew − w∗]+ − [λχ(Re g) + av2 + c]u− fu in Ω× (0,∞),

∂v

∂t
= fu− hv in Ω× (0,∞),

∂w

∂t
= dwΔw − βw + αv in Ω× (0,∞),

∂g

∂t
= dgΔg − μvg + γ(g − �)(1− g)g in Ω× (0,∞),

∂w

∂n
=

∂g

∂n
= 0 on ∂Ω× (0,∞),

u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), g(x, 0) = g0(x) in Ω.

Here, χ(g�) is a cutoff function for −∞ < g� < ∞ given by

χ(g�) =

�
g� if g� ≥ 0,

0 if g� < 0.

Since χ(Re g) is a uniformly Lipschitz continuous function of g ∈ C, it is possible to
construct a local solution to (5.1) on an interval [0, T̃U0

] which lies in the same function
space as (4.9) and is unique in the function space. Furthermore, the arguments as in the
proof of [2, Theorem 4.1] (cf. also [15, Subsec. 11.2.3]) are available to conclude that the
local solution satisfies that u(t) ≥ 0, v(t) ≥ 0 and w(t) ≥ 0 in Ω for every 0 < t ≤ T̃U0 .
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So, let us here verify that g(t) ≥ 0 in Ω for every 0 < t ≤ T̃U0 . First, we notice
that, since the function (u(t), v(t), w(t), g(t)) is also a local solution of (5.1), uniqueness of
solution implies that (u(t), v(t), w(t), g(t)) = (u(t), v(t), w(t), g(t)) for every 0 < t ≤ T̃U0

.
In particular, g(t) is a real valued function of x ∈ Ω for each t. Second, in view of this fact,

we shall use another cutoff function. Let H(g) be a C1,1 function such that H(g) = g2

2 for
−∞ < g < 0 and H(g) = 0 for 0 ≤ g < ∞. We consider the function

ψ(t) =

∫

Ω

H(g(x, t))dx, 0 ≤ t ≤ T̃U0
.

Clearly, ψ(t) is a nonnegative C1 function with the derivative

ψ�(t) =
∫

Ω

H �(g(t))
dg

dt
(t)dx =

∫

Ω

H �(g(t))dgΔg(t)dx

+

∫

Ω

H �(g(t)) [−μv(t) + γ(g(t)− �)(1− g(t))] g(t)dx.

Consequently, there is a constant CU > 0 depending on U(t) such that

ψ�(t) ≤ −dg

∫

Ω

H ��(g(t))|∇g(t)|2dx+ CU

∫

Ω

H �(g(t))g(t)dx, 0 < t ≤ T̃U0
.

Since H ��(g) ≥ 0 and H �(g)g = 2H(g) for g ∈ R, it follows that ψ�(t) ≤ 2CUψ(t) . Hence,
0 ≤ ψ(t) ≤ e2CU tψ(0) for every 0 < t ≤ T̃U0

. Finally, g0 ≥ 0 implies ψ(0) = 0 and hence
ψ(t) = 0 for every t, i.e., g(t) ≥ 0 in Ω.

We have thus seen that the local solution to the auxiliary problem (5.1) is nonnegative.
This in turn shows that the local solution is as well a local solution of (1.1) (because of
χ(Re g(t)) = g(t)). Uniqueness of local solution for (1.1) then yields that the local solution
for (1.1) obtained by Theorem 4.1 coincides with that of (5.1) on the interval [0, T̃U0

]. This
means that the assertion of theorem is verified at least on the time interval [0, T̃U0

].
Consider the time t1 = sup{0 < t ≤ TU0 ; U(s) is nonnegative for any s ∈ [0, t]}. And

suppose that t1 < TU0 . Then we can repeat the similar arguments with initial time t1
and initial value U1 = U(t1) to conclude that U(t) is nonnegative for all t > t1 which
are sufficiently close to t1. But this contradicts the definition of the time t1. Hence,
t1 = TU0

.

6 Global solutions Let us first build up a priori estimates for the local solutions of
(1.1).

Proposition 6.1. Under (4.7) let 0 ≤ u0, v0 ∈ L∞(Ω) and 0 ≤ w0, g0 ∈ H2ϑ(Ω). Let
U = (u, v, w, g) denote any local solution of (1.1) on an interval [0, TU ] such that

(6.1)

{
0 ≤ u, v ∈ C([0, TU ];L∞(Ω)) ∩ C1((0, TU ];L∞(Ω)),

0 ≤ w, g ∈ C([0, TU ];H
2ϑ(Ω)) ∩ C1((0, TU ];L2(Ω)) ∩ C((0, TU ];H

2
N (Ω)).

Then, the estimate

(6.2) �u(t)�L∞ + �v(t)�L∞ + �w(t)�H2ϑ + �g(t)�H2ϑ

≤ C
[�u0�L∞ + �v0�L∞ + �w0�H2ϑ + �g0�2H2ϑ + 1

]
, 0 ≤ t ≤ TU ,

holds with some constant C independent of TU .
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Proof. Throughout the proof, we shall use a universal notation C to denote positive con-
stants which are determined by the constants dw, dg, a, c, f, h, α, β, γ, δ, λ, μ, w∗ and �
and by Ω. So, C may change from occurrence to occurrence.

Step 1. Let us first estimate the norms �u(t)�L2 , �v(t)�L2 and �w(t)�L2 . Multiply the
first equation of (1.1) by u and integrate the product in Ω. Then, we have

1

2
d

dt

∫

Ω

u2dx+ f

∫

Ω

u2dx = βδ

∫

Ω

[w − w∗]+u dx−
∫

Ω

(λg + av2 + c)u2dx

≤ f

2

∫

Ω

u2dx+
(βδ)2

2f

∫

Ω

(w2 + w2
∗)dx− a

∫

Ω

u2v2dx.

Therefore,

(6.3)
d

dt

∫

Ω

u2dx+ f

∫

Ω

u2dx ≤ (βδ)2f−1

∫

Ω

(w2 + w2
∗)dx− 2a

∫

Ω

u2v2dx.

Multiply the second equation of (1.1) by v and integrate the product in Ω. Then,

1

2
d

dt

∫

Ω

v2dx+ h

∫

Ω

v2dx = f

∫

Ω

uv dx,

or

(6.4)
d

dt

∫

Ω

v2dx+ 2h
∫

Ω

v2dx = 2f
∫

Ω

uv dx.

Finally, multiply the third equation of (1.1) by w and integrate the product in Ω. Then,

1

2
d

dt

∫

Ω

w2dx+ β

∫

Ω

w2dx = −dw

∫

Ω

|∇w|2dx+ α

∫

Ω

vw dx ≤ β

2

∫

Ω

w2dx+
α2

2β

∫

Ω

v2dx.

Therefore,

(6.5)
d

dt

∫

Ω

w2dx+ β

∫

Ω

w2dx ≤ α2β−1

∫

Ω

v2dx.

Introduce here two positive parameters ρ and η; and, multiply the inequalities (6.3)
and (6.5) by ρ and η, respectively. Then, summing up the resulting inequalities and the
equation (6.4), we obtain that

(6.6)
d

dt

∫

Ω

[ρu2 + v2 + ηw2]dx+

∫

Ω

[fρu2 + 2hv2 + βηw2]dx

≤
∫

Ω

[α2β−1ηv2 + (βδ)2f−1ρw2]dx+ 2
∫

Ω

[f(uv)− aρ(uv)2]dx+ (βδw∗)2f−1|Ω|ρ.

Furthermore, fix η > 0 sufficiently small so that α2β−1η < 2h and then fix ρ > 0 sufficiently
small so that (βδ)2f−1ρ < βη. Then, as f(uv)−aρ(uv)2 ≤ f2(4aρ)−1 for u, v ≥ 0, it follows
that

d

dt

∫

Ω

[ρu2 + v2 + ηw2]dx+ ε

∫

Ω

[ρu2 + v2 + ηw2]dx ≤ [(βδw∗)2f−1ρ+ f2(2aρ)−1]|Ω|

with some constant ε > 0. Solving this differential inequality, we conclude that

ρ�u(t)�2L2
+ �v(t)�2L2

+ η�w(t)�2L2
≤ C

[
e−εt(ρ�u0�2L2

+ �v0�2L2
+ η�w0�2L2

) + 1
]
,
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or

(6.7) �u(t)�2L2
+ �v(t)�2L2

+ �w(t)�2L2

≤ C1

[
e−εt(�u0�2L2

+ �v0�2L2
+ �w0�2L2

) + 1
]
, 0 ≤ t ≤ TU .

Step 2. The estimate (6.7) directly implies the estimate of �w(t)�H2ϑ . In fact, it is
known by (3.11) that w(t) is represented by

w(t) = e−tΛww0 +

∫ t

0

e−(t−s)Λwαv(s)ds,

where Λw is a realization of −dwΔ+β in L2(Ω) under the homogeneous Neumann conditions
on ∂Ω and where e−tΛw is the semigroup on L2(Ω) generated by −Λw. Operating Λϑ

w, we
have

Λϑ
ww(t) = e−tΛw [Λϑ

ww0] +

∫ t

0

Λϑ
we

− t−s
2 Λwe−

t−s
2 Λwαv(s)ds.

Therefore, by (3.9) and (3.10),

�Λϑ
ww(t)�L2 ≤ Ce−βt�Λϑ

ww0�L2 + C

∫ t

0

(t− s)−ϑe−
β
2 (t−s)ds max

0≤s≤t
�v(s)�L2 .

Since

∫ t

0

(t− s)−ϑe−
β
2 (t−s)ds =

∫ t

0

σ−ϑe−
β
2 σdσ <

∫ ∞

0

σ−ϑe−
β
2 σdσ =

(
2
β

)1−ϑ

Γ (1− ϑ),

we obtain by (6.7) that

�Λϑ
ww(t)�L2

≤ C
[
e−

β
2 t�Λϑ

ww0�L2
+ �u0�L2

+ �v0�L2
+ �w0�L2

+ 1
]
.

Hence, in view of (3.8),

(6.8) �w(t)�H2ϑ ≤ C2

[
e−

β
2 t�w0�H2ϑ + �u0�L2

+ �v0�L2
+ �w0�L2

+ 1
]
, 0 ≤ t ≤ TU .

Step 3. In view of (3.5), we see from (6.8) that

�w(t)�L∞ ≤ C[�u0�L2
+ �v0�L2

+ �w0�H2ϑ + 1], 0 ≤ t ≤ TU .

By use of this, let us estimate the norms �u(t)�L∞ and �v(t)�L∞ .
First, apply the formula (3.12) to the first equation of (1.1). Then, we have

u(t) = e−
∫ t
0
[λg(s)+av(s)2+c+f ]dsu0 +

∫ t

0

e−
∫ t
s
[λg(τ)+av(τ)2+c+f ]dτβδ[w(s)− w∗]+ds

in the space L∞(Ω). Therefore,

�u(t)�L∞ ≤ e−(c+f)t�u0�L∞ + βδ

∫ t

0

e−(c+f)(t−s)[�w(s)�L∞ + w∗]ds.
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Hence,

(6.9) �u(t)�L∞ ≤ C3

[
e−(c+f)t�u0�L∞ + �u0�L2 + �v0�L2 + �w0�H2ϑ + 1

]
, 0 ≤ t ≤ TU .

Second, the similar arguments yield from the second equation of (1.1) the estimate

(6.10) �v(t)�L∞ ≤ C4

[
e−ht�v0�L∞ + �u0�L∞ + �v0�L2 + �w0�H2ϑ + 1

]
, 0 ≤ t ≤ TU .

Of course, (6.9) is used for estimating the integral
∫ t

0
e−h(t−s)u(s)ds in L∞(Ω).

Step 4. The estimates for the norms of g(t) are carried out quite analogously. Let us
first estimate the norm �g(t)�L6

.
Multiply the fourth equation of (1.1) by g(t)5 and integrate the product in Ω. Then,

after some calculations, we have

1

6

d

dt

∫

Ω

g6dx = −5dg

∫

Ω

g4|∇g|2dx− μ

∫

Ω

vg6dx+ γ

∫

Ω

(g − �)(1− g)g6dx.

In view of (3.1),

1

6

d

dt

∫

Ω

g6dx+
γ(1− �)

6

∫

Ω

g6dx ≤ γ(1− �)

6

∫

Ω

dx =
γ(1− �)

6
|Ω|.

Solving this differential inequality, we obtain that

(6.11) �g(t)�6L6
≤ e−γ(1−�)t�g0�6L6

+ |Ω|, 0 ≤ t ≤ TU .

Step 5. Regarding g(t) as the solution to a linear evolution equation (i.e., the fourth
equation of (1.1)), we describe g(t) by the integral

g(t) = e−tΛgg0 +

∫ t

0

e−(t−s)Λg [−μv(s) + γ(g(s)− �)(1− g(s)) + 1] g(s)ds

in L2(Ω) (due to (3.11)), where Λg is a realization of −dgΔ + 1 in L2(Ω) under the ho-
mogeneous Neumann conditions on ∂Ω. Then, the similar arguments as in Step 2 yield
that

�Λϑ
g g(t)�L2

≤ C

[
e−t�Λϑ

g g0�L2
+ max

0≤s≤t

{�v(s)g(s)�L2
+ �(1 + g(s))2g(s)�L2

}]
.

Hence we obtain by (6.10) and (6.11) that

�Λϑ
g g(t)�L2

≤ C
[
e−t�Λϑ

g g0�L2
+ �u0�L∞ + �v0�L∞ + �w0�H2ϑ + �g0�3L6

+ 1
]
,

or due to (3.8),

(6.12) �g(t)�H2ϑ ≤ C5

[
e−t�g0�H2ϑ + �u0�L∞ + �v0�L∞

+ �w0�H2ϑ + �g0�3L6
+ 1

]
, 0 ≤ t ≤ TU .

Combing (6.8), (6.9), (6.10) and (6.12), we conclude the desired estimate (6.2).

As an immediate consequence of the a priori estimates above, we can prove existence
and uniqueness of global solution for the problem (1.1).
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Theorem 6.1. Let ϑ be as in (4.7), and let 0 ≤ u0, v0 ∈ L∞(Ω) and 0 ≤ w0, g0 ∈ H2ϑ(Ω).
Then, (1.1) possesses a unique global solution in the function space:

{
0 ≤ u, v ∈ C([0,∞);L∞(Ω)) ∩ C1((0,∞);L∞(Ω)),

0 ≤ w, g ∈ C([0,∞);H2ϑ(Ω)) ∩ C1((0,∞);L2(Ω)) ∩ C((0,∞);H2
N (Ω)).

Of course, the global solution satisfies all the estimates (6.7)∼(6.12) on the interval [0,∞).

Proof. First, by Theorems 4.1 and 5.1, there exists a unique local solution (u, v, w, g) to
(1.1) on an interval [0, TU0

] which is nonnegative.
Second, consider any local solution of (1.1) on an interval [0, TU ] in the function space

(6.1). Then, Proposition 6.1 provides that the norm �AϑU(TU )�X is estimated by �AϑU0�X
alone (independently of the end time TU ). We can then apply Theorems 4.1 and 5.1 with
initial time TU and initial value U(TU ) and know that the solution (u, v, w, g) can be uniquely
extended as a nonnegative local solution on an interval [0, TU + τ ], where τ > 0 depends on
the norm �AϑU(TU )�X and hence depends only on the norm �AϑU0�X .

Thus, we have verified that any local solution on [0, TU ] in the function space (6.1) can
always be extended as a nonnegative local solution on a longer interval [0, TU + τ ] with a
fixed length τ > 0. This evidently means that the assertion of theorem is true.

Let us finally observe Lipschitz continuity of solutions U(t) in the initial values U0. Let
B be a bounded set of D(Aϑ) such that

(6.13) BR =
{
U0 ∈ D(Aϑ); �AϑU0�X ≤ R and U0 ≥ 0

}

with radius R > 0. Then, there exists a unique global solution to (1.1) for each U0 ∈ B. As
a direct consequence of [15, Theorem 4.3], we observe the following result.

Proposition 6.2. Let U(t) (resp. V (t)) denote the global solution to (1.1) for initial value
U0 ∈ BR (resp. V0 ∈ BR). Then, for each fixed time T > 0, there exists some constants
CR,T > 0 depending on R and T alone such that

(6.14) �Aϑ[U(t)− V (t)]�X ≤ CR,T �Aϑ[U0 − V0]�X for any 0 ≤ t ≤ T.

7 Dynamical system This section is devoted to constructing a dynamical system gen-
erated by the problem (1.1). As for the phase space we set

K =
{
U0 ∈ D(Aϑ); U0 ≥ 0

} ⊂ D(Aϑ),

K being a metric space equipped with the distance induced by the norm �Aϑ · �X .
As shown by Theorem 6.1, for each U0 ∈ K, there exists a unique global solution U(t;U0)

of (1.1) with values in K. Therefore, we can define a nonlinear semigroup {S(t)}0≤t<∞
acting on K by the formula S(t)U0 = U(t;U0). As shown by Proposition 6.2, U0 �→ U(t;U0)
is locally Lipschitz continuous from K into itself. Furthermore, according to (6.14), the
Lipschitz constant is uniform on any bounded set BR of K and on any finite interval [0, T ].
It then easily follows that the mapping (t, U0) �→ S(t)U0 is continuous from [0,∞) × K
into K, namely, S(t) is a continuous semigroup on K. Hence, (1.1) generates a dynamical
system (S(t),K,D(Aϑ)).

The a priori estimates (6.7)∼(6.12) we have established in the proof of Proposition 6.2
provide existence of a bounded absorbing set of K.
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Theorem 7.1. The dynamical system (S(t),K,D(Aϑ)) possesses a bounded, invariant and

absorbing subset B̃ of K.

Proof. Let R > 0 and let BR be a bounded subset of the form (6.13). Let U0 ∈ BR be any
initial value and put S(t)U0 = t(u(t), v(t), w(t), g(t)).

From (6.7) we see that there is a time t1 > 0 depending only on R such that

�u(t)�2L2
+ �v(t)�2L2

+ �w(t)�2L2
≤ 2C1, t1 ≤ ∀t < ∞.

Apply (6.8) to w(t) but with initial time t1 and initial value S(t1)U0. Then,

�w(t)�H2ϑ ≤ C2

[
e−

β
2 (t−t1)�w(t1)�H2ϑ

+ �u(t1)�L2
+ �v(t1)�L2

+ �w(t1)�L2
+ 1

]
, t1 ≤ ∀t < ∞.

From this we see that there is a time t2 > t1 depending only on R such that

�w(t)�H2ϑ ≤ C2

[√
3
√

2C1 + 2
]
, t2 ≤ ∀t < ∞.

We repeat the similar arguments by using (6.9)∼(6.12) to see ultimately that there is a
time TR > 0 depending only on R such that

�AϑS(t)U0�X ≤ C̃, tR ≤ ∀t < ∞,

here C̃ > 0 is a suitable universal constant determined by C1, C2, C3, C4, C5 alone.
Set B ≡ BC̃ = {U ∈ K; �AϑU�X ≤ C̃}. Then, as shown above, B is an absorbing set

of (S(t),K,D(Aϑ)). Since B itself is a bounded subset of K, there is a time tC̃ such that
S(t)B ⊂ B for all t ≥ tC̃ . We then set

B̃ =
⋃

0≤t<∞
S(t)B =

⋃
0≤t≤tC̃

S(t)B.

It is clear that B̃ is an invariant set. Since B ⊂ B̃, B̃ is also an absorbing set. Proposition
6.1 means that B̃ is a bounded subset. Hence, B̃ is a subset to be constructed.

Let us now consider the ω-limit set. For each global solution S(t)U0, its ω-limit set is
usually defined by

ω(U0) =
⋂

0≤t<∞
{S(τ)U0; t ≤ τ < ∞} (closure in the topology of K).

In the present case, however, the trajectory {S(t)U0; 0 ≤ t < ∞} is not necessarily a
relatively compact set of K. So, ω(U0) may be an empty set in general. So, we will
introduce another ω-limit set with respect to some weak topology of K.

We introduce the weak∗ topology of K: a sequence {(un, vn, wn, gn)} in K is said to be
weak∗ convergent to (u, v, w, g) as n → ∞ if

{
un → u and vn → v weak* in L∞(Ω),

wn → w and gn → g weakly in H2ϑ(Ω).

The weak∗ ω-limit set of S(t)U0 is then defined by

(7.1) w∗-ω(U0) =
{
U ∈ K; ∃tn � ∞ such that S(tn)U0 → U in weak* topology

}
.
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Theorem 7.2. For each U0 ∈ K, w∗-ω(U0) is not an empty set.

Proof. Put S(t)U0 = t(u(t), v(t), w(t), g(t)). Since {(u(t), v(t)); 0 ≤ t < ∞} is a bounded
subset of L∞(Ω)×L∞(Ω), the Banach-Alaoglu theorem [11, p. 65] guarantees the trajectory
S(t)U0 to contain a sequence (u(tn), v(tn)), where tn � ∞, which converges to (u, v) in
the weak* topology of L∞(Ω) × L∞(Ω). It is easy to see that u ≥ 0 and v ≥ 0 in Ω.
On the other hand, as H2ϑ(Ω) is a Hilbert space, (w(tn), g(tn)) contains a subsequence
(w(tn′), g(tn′)) which is convergent to (w, g) in the weak topology of H2ϑ(Ω) × H2ϑ(Ω).
It is clear that w ≥ 0 and g ≥ 0 in Ω. Hence, as n� → ∞, S(tn′)U0 is weak* convergent
to U = t(u, v, w, g) ∈ K. Then, by the definition (7.1), we conclude that U belongs to
w*-ω(U0).

8 Numerical Examples We conclude this paper by presenting some numerical results.
These results show that our problem (1.1) can actually admit some coexisting solutions of
trees and grass together with the boundary which divides forest and grassland.

Throughout the numerical computations, the domain is set as Ω = (0, 1) × (0, 1). The
constants in (1.1) are fixed as dw = 0.1, dg = 1 × 10−6, a = 1, c = 0, f = 1, h = 0.5, α =
β = 1, γ = 40, δ = 1, λ = 9, μ = 50, w∗ = 0.1 and � = 0.1.

As in Figure 1, the initial functions u0(x), v0(x), w0(x) and g0(x) are taken as

u0(x), v0(x) and w0(x) ≡
{
0 for x ∈ B(x0; r),

0.5 for x ∈ Ω−B(x0; r),

g0(x) ≡
{
0.1 for x ∈ B(x0; r),

0 for x ∈ Ω−B(x0; r),

where x0 denotes the central point (0.5, 0.5) of Ω and 0 < r < 0.5 denotes a radius of disk
to be adjusted in our simulations. Starting from such initial functions, computations are
continued until the approximate solution is stabilized numerically (almost T = 1000).

When r = 0.1, the solution tends to a state of homogeneous forest and no grass, see
Figure 2. When r = 0.2 the solution tends to a coexisting state of trees and grass, see
Figure 3. Finally, when r = 0.3, the solution tends to a state of homogeneous grass and no
trees, see Figure 4.
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(a) Graph of young trees (b) Graph of old trees

(c) Graph of seeds (d) Graph of grass

Fig. 1: Initial function.

(a) Graph of young trees (b) Graph of old trees

(c) Graph of seeds (d) Graph of grass

Fig. 2: When r = 0.1, the solution tends to a state of homogeneous forest and no grass.
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(a) Graph of young trees (b) Graph of old trees

(c) Graph of seeds (d) Graph of grass

Fig. 3: When r = 0.2 the solution tends to a coexisting state of trees and grass.

(a) Graph of young trees (b) Graph of old trees

(c) Graph of seeds (d) Graph of grass

Fig. 4: When r = 0.3, the solution tends to a state of homogeneous grass and no trees.
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Sci. Math. Japonicae 1

Abstract. In the preceding paper [21], we have introduced a tree-grass competition
model for describing the kinematics of forest-grassland system and have found that the
model admits some solutions showing coexistence of forest and grassland. The purpose
of the present paper is then to investigate the boundary curves which partition forest
patches and grassland patches. Through the investigations, we want to clarify the
properties of segregation patterns of tree-grass coexistence in terms of forest connec-
tivity. As it is very difficult to handle the very model equations in [21], we will make
a reduction of the full model by extremely restricting the range where the parameters
of equations can vary.

1 Introduction In the preceding paper [21], we have introduced a tree-grass competition
model for describing the kinematics of forest-grassland system from a viewpoint of compet-
itive system between trees and grass. We have also found after proving global existence of
solutions that the model admits some solutions showing coexistence of forest and grassland
which are partitioned each other by some clear boundary curves.

The purpose of the present paper is then to investigate the boundary curves partitioning
forest and grassland, in other words, the properties of segregation patterns of trees and grass.
It is, however, very difficult to handle the very model equations [21, (1.1)], for the dynamics
of solutions change drastically depending on the parameters contained in the equations
and the model equations actually contain so various parameters. Before investigating the
segregation patterns, we want to make some restrictions on the parameters as follows.

First, we will consider an extreme case when the reaction rates μ and γ in the equation of
grass of [21, (1.1)] are sufficiently large with respect to the diffusion rate dg and when they
are even sufficiently large with respect to the reaction rates f and h of the equation of old age
trees. In such a case, as discussed in the next section, the model equations can reasonably
be reduced into a smaller model. As a matter of fact, the reduced model coincides with the
classical kinematic model of forest presented by Kuznetsov-Antonovsky-Biktashev-Aponina
[11].

Second, we will choose only the mortality h of old age trees as a tuning parameter of our
investigations fixing other parameters suitably. The reduced model given by (2.3) below
with (2.4)-(2.5) coincides with the classical kinematic model of forest for which an extensive
study has already been made, see [12, 17, 20], including the series of papers [1, 2, 3]. Among
others, as reviewed in Section 3, the papers [1, 2, 3] clarified that the parameter h plays an
important role for determining the dynamics of solutions.

By numerical computations, we shall find that three types of tree-grass segregation
patterns, namely, high-connectivity forests, intermediate-connectivity forests and low con-
nectivity forests, are created depending mainly on the mortality of old age trees. We shall
also find some very interesting link between the characters of forest connectivity and the
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Key words and phrases. Segregation pattern, Numerical experiment, Forest connectivity.

TREE-GRASS SEGREGATION PATTERNS

Jian Yang1 and Atsushi Yagi2

Received December 3, 2018

Scientiae Mathematicae Japonicae 83, No.3（2020）（181-190） 181



2

instability-dimension of a unique homogeneous stationary solution, which is always unsta-
ble, showing coexistence of trees and grass (see Remark 3.1).

Those types of habitat patterns are actually observed in the real world by means of
satellite imagery, which is a conventional remote-sensing method. For instance, we can find
those patterns in a 100km height view of the Black Forest, Schwarzwald, Germany (see
Google Earth). As in [7], monitoring data are statistically processed in order to investigate
characters of habitat patterns. Devia-Murthya-Debnatha-Jhaa [4] reported that the forest
connectivity is playing an important role of regulating its ecological factors such as species
level biodiversity, wildlife movement, seed dispersion and so on.

2 Some Reduction of Tree-Grass Competition Model Let us argue a reduction of
the original tree-grass competition model introduced in our preceding paper [21].

We begin with recalling the following tree-grass interaction system:

(2.1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u

∂t
= βδw − (λg + av2 + c)u− fu in Ω× (0,∞),

∂v

∂t
= fu− hv in Ω× (0,∞),

∂w

∂t
= dwΔw − βw + αv in Ω× (0,∞),

∂g

∂t
= dgΔg − μvg + γ

�
1− g

K

�
g in Ω× (0,∞),

∂w

∂n
=

∂g

∂n
= 0 on ∂Ω× (0,∞),

u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), g(x, 0) = g0(x) in Ω,

in a two-dimensional bounded, C2 or convex domain Ω. Here, the unknown functions u(x, t)
and v(x, t) denote tree densities of young and old age classes, respectively, at a position
x ∈ Ω and at time t ∈ [0,∞). The unknown function w(x, t) denotes a density of seeds in
the air at x ∈ Ω and t ∈ [0,∞). Meanwhile, g(x, t) denotes a density of grass at x ∈ Ω and
t ∈ [0,∞). The third equation describes the kinetics of seeds; dw > 0 is a diffusion constant,
and α > 0 and β > 0 are seed production and seed deposition rates, respectively. The first
equation describes growth of young age trees; here, 0 < δ ≤ 1 is a seed establishment rate,
λg + av2 + c is a mortality of young age trees which is proportional to the densities g and
v2 with coefficients λ > 0 and a > 0, c > 0 being a basic mortality. The second equation
describes growth of old age trees; f > 0 is an aging rate from young age to old age, and
h > 0 is a mortality. Finally, the fourth equation describes growth of grass that is basically
given by a reaction-diffusion equation with a diffusion constant dg > 0 and with a Fisher
growth function γ

�
1− g

K

�
g, where γ > 0 is a reaction rate and K is ground’s capacity for

grass, the term −μvg denotes suppression by the trees with a coefficient μ > 0. On w and
g, the homogeneous Neumann conditions are imposed on the boundary ∂Ω. Nonnegative
initial functions u0(x) ≥ 0, v0(x) ≥ 0, w0(x) ≥ 0 and g0(x) ≥ 0 are given in Ω for all
unknown functions. (Note that, for simplicity, the constant w∗ in [21, (1.1)] was taken as
w∗ = 0 and the cubic growth function for g was replaced by a square growth function of
Fisher type.)

We now want to consider the situation that the reaction rates μ and γ are sufficiently
large with respect to the diffusion rate dg. Then, the equation of density g(x, t) of grass
can be dominated by the reaction terms and reduced to the ordinary differential equation

∂g

∂t
=

�
−μv + γ

�
1− g

K

��
g in (0,∞),
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for each spatial point x ∈ Ω. Furthermore, we assume that the reaction rates μ and γ are
sufficiently large with respect to the reaction rates f and h appearing in the equation of
v(x, t). Then, g(x, t) reaches its stability much faster than v(x, t). By the theory of ordinary
differential equations, we observe (v being given) the following dynamics. If μv > γ, then
∂g
∂t < 0 for every 0 < t < ∞ and g tends to 0 as t → ∞. If μv ≤ γ, then g tends to
K
γ (γ − μv) as t → ∞. That is, g is represented as a function of v in the form

(2.2) g = g(v) ≡
�

K
γ (γ − μv) for 0 ≤ v < γ

μ ,

0 for γ
μ ≤ v < ∞.

Let us substitute g(v) defined by (2.2) with the g in the equation for u of (2.1). Then,
(2.1) is reduced to

(2.3)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u

∂t
= βδw − ϕ(v)u− fu in Ω× (0,∞),

∂v

∂t
= fu− hv in Ω× (0,∞),

∂w

∂t
= dwΔw − βw + αv in Ω× (0,∞),

∂w

∂n
= 0 on ∂Ω× (0,∞),

u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), in Ω,

where ϕ(v) = av2 + λg(v) + c.

Let us next investigate the behavior of ϕ(v) for 0 ≤ v < ∞. By the definition, g(v) is a
piecewise linear continuous function of v, therefore ϕ(v) is a piecewise quadratic continuous

function. For γ
μ ≤ v < ∞, ϕ(v) = av2 + c. When a > Kλμ2

2γ2 , ϕ(v) takes a minimal value in

the interval 0 ≤ v < γ
μ . Indeed, ϕ(v) is written as

ϕ(v) = a

�
v − Kλμ

2aγ

�2

+
Kλ(4aγ2 −Kλμ2)

4aγ2
+ c, 0 ≤ v <

γ

μ
.

Meanwhile, when a ≤ Kλμ
2γ2 , ϕ(v) is monotonously decreasing in the interval 0 ≤ v < γ

μ .

Therefore, in this case, ϕ(v) takes a minimal value at v = γ
μ and its value is given as

ϕ
�

γ
μ

�
= aγ2

μ2 + c. In this way, ϕ(v) has been seen to have a unique minimal value and to

behave as a quadratic function for large variables v, although it is not smooth at the point
v = γ

μ .

It is then natural to expect that the dynamics of solutions to (2.3) must be quite analo-
gous to that of solutions to the equations due to Kuznetsov-Antonovsky-Biktashev-Aponina
[11] in which ϕ(v) is just a quadratic function of the form

(2.4) ϕ(v) = a′(v − b′)2 + c′, 0 ≤ v < ∞,

a′, b′ and c′ being some positive constants. In addition, we already know that when ϕ(v) is
as in (2.4) the solutions starting from initial functions v0(x) given in a neighborhood of b′

remain in some other neighborhood of b′ and perform very interesting asymptotic behavior.
By these arguments, we may be allowed to approximate our non smooth quadratic-like

TREE-GRASS SEGREGATION PATTERNS

TREE-GRASS SEGREGATION PATTERNS 183



4

function ϕ(v) = av2 + λg(v) + c as a square function of form (2.4) by setting

(2.5)

⎧⎪⎪⎨
⎪⎪⎩

a� = a, b� =
Kλμ

2aγ
, c� =

Kλ(4aγ2 −Kλμ2)

4aγ2
+ c when a >

Kλμ2

2γ2
,

a� = a, b� =
γ

μ
, c� =

aγ2

μ2
+ c when a ≤ Kλμ2

2γ2
.

We have thus verified that, when the assumptions on μ, γ, dg, f and h mentioned above
are satisfied, the tree-grass model equations of (2.1) can reasonably be reduced to the model
equations of (2.3). Here, the function ϕ(v) is given by a square function of form (2.4) with
the coefficients represented by (2.5).

3 Review of Known Analytical Results Let us review the known results for the
problem (2.3) which are obtained by the series of papers [1, 2, 3].

I) Global Existence. In order to handle (2.3) analytically, we set an underlying Banach
space X by

X ≡
⎧⎨
⎩

⎛
⎝
u
v
w

⎞
⎠ ; u, v ∈ L∞(Ω) and w ∈ L2(Ω)

⎫⎬
⎭ .

Then, (2.3) can be formulated as the Cauchy problem

(3.1)

⎧⎨
⎩

dU

dt
+AU = F (U), 0 < t < ∞,

U(0) = U0

in X. Here, A denotes a closed linear operator of X of the form A ≡ diag{f, h, Λ}, where
Λ is a realization of the Laplace operator −dwΔ + β in L2(Ω) under the homogeneous
Neumann boundary conditions, and A has the domain D(A) = L∞(Ω)× L∞(Ω)×H2

N (Ω),
H2

N (Ω) standing for the subspace of H2(Ω) such that u ∈ H2
N (Ω) if and only if u ∈ H2(Ω)

satisfies the homogeneous Neumann boundary conditions on ∂Ω. Moreover, A is easily seen
to be a sectorial operator of X with angle 0, namely, its spectrum is contained in the half
real line (0,∞). Consequently, −A generates an analytic semigroup e−tA (0 ≤ t < ∞) on
X; actually, e−tA is given as e−tA = diag{e−tf , e−th, e−tΛ}.

In the meantime, F (U) denotes a nonlinear operator of X of the form

F (U) ≡
⎛
⎝
βδw − ϕ(v)u

fu
αv

⎞
⎠ , U =

⎛
⎝
u
v
w

⎞
⎠ ∈ D(F ) = [L∞(Ω)]3.

Finally, U0 denotes an initial value which is taken in X.
We can then apply the theory of semilinear abstract parabolic evolution equations (see

[18, Chapter 4]). In fact, according to [1, Theorem 5.2], for any 0 ≤ u0 ∈ L∞(Ω), 0 ≤ v0 ∈
L∞(Ω) and 0 ≤ w0 ∈ Hs(Ω), where s > 1, (3.1) and hence (2.3) possesses a unique global
solution such that

(3.2)

�
0 ≤ u, v ∈ C([0,∞);L∞(Ω)) ∩ C1((0,∞);L∞(Ω)),

0 ≤ w ∈ C([0,∞);Hs(Ω)) ∩ C1((0,∞);L2(Ω)) ∩ C((0,∞);H2
N (Ω)).

II) Lyapunov Function.

J. Yang and A. Yagi
Jian Yan Yan Y ng1 and Atsushi Yasushi Yasushi Y gi2 TREE-GRASS SEGREGATION PATTERNS184



5

Furthermore, as verified in [1, Section 7], the function

Ψ(U) =

�

Ω

�α
2
(fu− hv)2 +

dwfβδ

2
|∇w|2 + hαΓ (v)

+
fβ2δ

2
w2 − (fαβδ)vw

�
dx, U ∈ D(A),

becomes a Lyapunov function for all the solutions of (2.3), where Γ (v) =
� v

0
[ϕ(v)v+ fv]dv

is a fourth order function for 0 ≤ v < ∞ due to (2.4). In fact, let U(t) be any solution of
(2.3) lying in (3.2). Then, the value Ψ(U(t)) is monotonously decreasing for 0 ≤ t < ∞. In
addition, it holds that

U ∈ D(A) is a stationary solution (i.e., AU = F (U)), if and only if Ψ �(U) = 0.

In particular, we notice that (2.3) admits no periodic solutions.

III) Asymptotic Behavior of Solutions. In general, when there exists a Lyapunov function
for the global solutions, one can prove that the global solutions tend to a stationary solution
as t → ∞. In the present case, however, such a convergence is proved only for some special
cases. We can analytically claim only that, for any global solution U(t), there exists a
temporal sequence tn � ∞ for which it holds true that

⎧⎪⎨
⎪⎩

u(tn) → u weak* in L∞(Ω),

v(tn) → v weak* in L∞(Ω),

w(tn) → w strongly in L2(Ω).

See [2, Section 4] and [19].
In spite of these analytical results, our numerical computations show that any global

solution tends weakly to a stationary solution as t → ∞. Some of them are described in [2,
Section 6].

IV) Structure of Stationary Solutions. Now, we are naturally interested in investigating
the structure of stationary solutions, namely, U satisfying AU = F (U). We can use the
theory of stationary solutions to semilinear abstract parabolic evolution equations (see [18,
Section 6. 6]).

As a matter of fact, the structure of stationary solutions changes drastically depending
on the parameters of the equations. We here want to focus in the case when

(3.3) a�(b�)2 > 3(c� + f).

In addition, fixing all the parameters except h, we treat h as a control parameter and
consider the four critical values 0 < h∗ < h− < h+ < h∗ < ∞ of h which are defined by

h∗ =
fαδ

a�(b�)2 + c� + f
, h∗ =

fαδ

c� + f
,

and

h± =
fαδ {a�(b�)2 + 3(c� + f)±�

a�(b�)2[a�(b�)2 − 3(c� + f)] }
2(c� + f)[a�(b�)2 + c� + f ]

,

respectively.
According [3, Section 2], we know under (3.3) the following results.
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1) When 0 < h < h∗, there exist two homogeneous stationary solutions O = (0, 0, 0) and

P+ =
(

h
f [b

� +
√
D], b� +

√
D, α

δ [b
� +

√
D]

)
, where D = fαδ−(c′+f)h

a′h .

In this case, there exist no other (inhomogeneous) stationary solutions.
Furthermore, O is unstable and P+ is stable. So, as t → ∞, the solutions U(t) of (2.3)

generally converge to P+.

2) When h∗ < h < h−, there exist three homogeneous stationary solutions O, P+ and

(3.4) P− =
(

h
f [b

� −
√
D], b� −

√
D, α

δ [b
� −

√
D]

)
.

In addition, there exist many inhomogeneous stationary solutions.
In this case, O and P+ are both stable. But P− is unstable and its dimension of

instability is finite.

3) When h− < h < h+, there exist the three homogeneous stationary solutions O and P±
and there exist many inhomogeneous stationary solutions.

As before, O and P+ are stable and P− is unstable. But the dimension of instability of
P− is infinite.

4) When h+ < h < h∗, the situation is similar to that of Case 2. Indeed, there exist the
three homogeneous stationary solutions O and P± and there exist many inhomogeneous
stationary solutions.

As in Case 2, O and P+ are both stable, and P− is unstable. The dimension of instability
of P− is finite.

5) When h∗ < h < ∞, O = (0, 0, 0) is a globally stable stationary solution. That is, as
t → ∞, every solution U(t) of (2.3) tends to O; in particular, there exist no other stationary
solutions.

Remark 3.1. When h∗ < h < h∗, we have as seen the unstable homogeneous stationary
solution P− given by (3.4) whose tree density v is equal to b� −√

D. Then, let us observe
what a grass density is at v = v by mean of the simplified equation (2.2) of g. According

to (2.5), if a > Kλμ2

2γ2 , then b� < γ
μ , a fortiori, v < γ

μ . Hence, (2.2) yields that g(v) > 0.

Similarly, if a ≤ Kλμ2

2γ2 , then v < b� = γ
μ . Hence, (2.2) again yields that g(v) > 0.

In this sense, P− is considered to be a homogeneous stationary state showing coexistence
of trees and grass. However, as announced in Cases 2, 3 and 4, such a homogeneous state
can never be stable.

4 Segregation Patterns This section is devoted to presenting our numerical results.
Throughout the numerical computations, the plot is set as Ω = (0, 1)×(0, 1) and discretized
by 1024× 1024. We adopted a central differencing scheme for the 2-dimensional space and
the implicit method for the time-dependent computation. About the parameters, we refer,
except a�, to a series of the study on forest ecology [5, 6, 8, 9, 10, 13, 14, 15, 16, 22]. Indeed,
those parameter values are listed in Table 1. Especially, we chose a value for a� that satisfies
the condition shown by (3.3).

In this case, the four critical values of h are approximately computed as

h∗ = 0.0012, h− = 0.0026, h+ = 0.0334, h∗ = 0.0337,

respectively. For our numerical computations, we then choose three values hi (i = 1, 2, 3) of
h in such a way that h∗ < h1 < h− < h2 < h+ < h3 < h∗. Indeed,

h1 = 0.0019, h2 = 0.018, h3 = 0.0335.
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Table 1: Model parameters (symbol, description, value and units)

Symbol Description Vaule Units

dw Seeds diffusion rate 0.01 mday−1

a� - 20000 -
b� Optimal seedling density 0.004 -
c� Natural mortality of seedlings 0.0014 -
f Growth rate of young trees 0.01 -
α Producing rate of seeds 0.5 -
β Implantation rate of seeds 1 -
δ Surviving rate of seeds 0.0769 -

As for initial states, we want to design them by two manners. The first one is that
we place a certain number of circular grass patches onto the homogeneous stable forest
P+. The second one is that we place a certain number of circular tree patches onto the
homogeneous stable grassland O. The radii of tree patches and grass patches are both
0.025. Locations of centers of the circular patches are randomly selected. We choose the
number of patches which can lead the system to tree-grass coexisting stable states for each
value of h mentioned above.

1) When h = h1 = 0.0019, the stable stationary homogeneous solution P+ is (0.0013,
0.0071, 0.0035). (A) and (C) of Figure 1 show the final stabilized states of v at t = 1000
starting from the initial states where 612 grass patches are placed onto P+ and 232 tree
patches are placed onto O, respectively. Green color stands for habitats of trees, while
yellow color stands for vacant area (habitats of grass). Both of these two states have a
tree-area ratio rating at 32%. Actually if we place less than 612 grass patches onto P+ or
more than 232 tree patches onto O, then the system finally tends to P+.

Meanwhile, (B) and (D) of Figure 1 show the final stabilized states of v at t = 1000
starting from the initial states where 1400 grass patches are placed onto P+ and 4 tree
patches are placed onto O, respectively. Both of these two states have a tree-area ratio
rating at 1%.

In all these states, each of the habitats of trees looks isolated, namely with relatively low
spatial connectivity. We will consider these spatial patterns to be low-connectivity forests.

2) When h = h2 = 0.018, the stable stationary homogeneous solution P+ is (0.0085,
0.0047, 0.0024). (A) and (C) of Figure 2 show the final stabilized states of v at t = 1000
starting from the initial states where 260 grass patches are placed onto P+ and 580 tree
patches are placed onto O, respectively. Both of these two states have a tree-area ratio
rating at 59%. Actually if we place less than 260 grass patches onto P+ or more than 580
tree patches onto O, then the system finally tends to P+.

Meanwhile, (B) and (D) of Figure 2 show the final stabilized states of v at t = 1000
starting from the initial states where 580 grass patches are placed onto P+ and 260 tree
patches are placed onto O, respectively. Both of these two states have a tree-area ratio
rating at 34%. Actually if we place more than 580 grass patches onto P+ or less than 260
tree patches onto O, then the system finally tends to O.

In (A) and (C), habitats of trees are almost connected, but with not very high spatial
connectivity. We will consider these spatial patterns to be intermediate-connectivity forests.

3) When h = h3 = 0.0335, the stable stationary homogeneous solution P+ is (0.0136,
0.0041, 0.0020). (A) and (C) of Figure 3 show the final stabilized states of v at t = 1000

TREE-GRASS SEGREGATION PATTERNS
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(A) (B)

(C) (D)

Fig. 1: Graphs of stabilized states of v at t = 1000 for h = 0.0019.

(A) (B)

(C) (D)

Fig. 2: Graphs of stabilized states of v at t = 1000 for h = 0.018.

J. Yang and A. Yagi

Jian Yan Yan Y ng1 and Atsushi Yasushi Yasushi Y gi2 TREE-GRASS SEGREGATION PATTERNS188



9

starting from the initial states where 4 grass patches are placed onto P+ and 1400 tree
patches are placed onto O, respectively. Both of these two states have a tree-area ratio
rating at 99%.

Meanwhile, (B) and (D) of Figure 3 show the final stabilized states starting from the
initial states where 232 grass patches are placed onto P+ and 612 tree patches are placed
onto O, respectively. Both of these two states have a tree-area ratio rating at 68%. Actually
if we place more than 232 grass patches onto P+ or less than 612 tree patches onto O, then
the system finally tends to O.

In all these states, habitats of trees look highly connected. We will consider these spatial
patterns to be high-connectivity forests.

(A) (B)

(C) (D)

Fig. 3: Graphs of stabilized states of v at t = 1000 for h = 0.0335.

Our numerical results show a clear correlation between the mortality of old age trees
h and the segregation patterns which are exhibiting tree-grass coexistence and are distin-
guished by different forest connectivity levels. We observe that, in order that tree-grass
coexistence takes place, a forest with a relatively high mortality of old age trees needs a
relatively high tree-area ratio, and its segregation pattern is of high connectivity. To the
contrary, a forest with a relatively low mortality of old age trees needs only a relatively low
tree-area ratio, and its segregation pattern is of low connectivity.
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Abstract. Let BS(1, n) = �A,B | AB = BnA� be the Baumslag-Solitar group, where n ≥ 2.

This group has the natural action on the real line. In this paper we explicitly construct Schreier coset

graphs of the group for stabilizers of all points in the real line under the action. As its consequence,

we classify the Schreier coset graphs up to isomorphism, and obtain a relevance to presentations for

the stabilizers.

1. Introduction

Let m and n be non-zero integers. The group which has the presentation

�A,B | ABm = BnA� is called the Baumslag-Solitar group and denoted by BS(m,n).

In 1962, G. Baumslag and D. Solitar [1] introduced these groups and showed that

BS(3, 2) is a non-Hopfian group with one defining relation. It is the first example

having such property. Since then these groups have served as a proving ground for

many new ideas in combinatorial and geometric group theory (see [2, 3] for examples).

Schreier coset graphs are generalizations of the Cayley graph of a group G, which

are constructed for each choice of a subgroup of G and a generating set of G. The

detail is given in Section 2. In general, given a group G and its subgroup H, it is

difficult to construct the Cayley graph of G or the Schreier coset graph of all left

cosets of H in G. However once we have the appropriate Cayley or Schreier graphs,

we can use them as discrete models and may learn, from combinatorial and geometric

viewpoints, some properties of the original group or its subgroups. Recently, in [5, 6],

D. Savchuk constructed Schreier graphs of Thompson’s group F from a motivation to

study the amenability of the group.

In this paper we focus on the solvable group BS(1, n) for n ≥ 2. It is known

that BS(1, n) is isomorphic to some subgroup Gn with the generator Sn of the affine

group Aff(R) of the real line R, thus it has the natural action on R (see Section

2 for details). For any x ∈ R, we explicitly construct the Schreier coset graph

(BS(1, n)/StabBS(1,n)(x), {A,B}±) for the stabilizer StabBS(1,n)(x) of x under the
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action. First, we show that for any x ∈ R, the Schreier graphs (OrbGn(x), Sn, x) and

(BS(1, n)/StabBS(1,n)(x), {A,B}±, StabBS(1,n)(x)) is isomorphic as marked labelled

directed graphs, where OrbGn
(x) is the orbit of x under the natural action on R (see

Proposition 1 below). Hence, in most of this paper we consider the Schreier graph

(OrbGn(x), Sn). Let Zω
n be the set of all infinite words over the finite group Zn. The

following theorem allows us to understand the structure of the Schreier graphs.

Theorem 1. Let n ≥ 2 and x be a real number represented by w ∈ Zω
n. Then,

there exists a homomorphism h = (f, ψ, γ) : (OrbGn(x), Sn) → Γw such that for every

v ∈ Vw, the subgraph h−1(v) = (Dv, Dv × {b}±, Sn, α|, β|, l|) is isomorphic to ΓZ,

where h−1(v) = (f−1(v), ψ−1(v), Sn, α|, β|, l|).
See Definition 3 below for Γw and ΓZ. As its consequence, we classify the Schreier

graphs up to isomorphism.

Theorem 2. Let m,n ≥ 2 with m �= n.

(1) For any x, y ∈ R, the Schreier graph (OrbGm(x), Sm) is not isomorphic to the

Schreier graph (OrbGn(y), Sn) as labelled directed graphs.

(2) For any α1, α2 ∈ R\Q, the Schreier graph (OrbGn(α1), Sn, α1) is Sn-isomorphic

to the Schreier graph (OrbGn(α2), Sn, α2) as marked labelled directed graphs.

(3) For any q ∈ Q and any α ∈ R \ Q, the Schreier graph (OrbGn(q), Sn) is not

isomorphic to the Schreier graph (OrbGn(α), Sn) as labelled directed graphs.

(4) Let q1, q2 ∈ Q. Then, the following statements are equivalent.

(a) The Schreier graph (OrbGn(q1), Sn) is isomorphic to the Schreier graph

(OrbGn(q2), Sn) as labelled directed graphs.

(b) OrbGn(q1) = OrbGn(q2) or OrbGn(−q1) = OrbGn(q2).

This result leads to a relevance to presentations for the stabilizers which turn out to

be infinite index subgroups in BS(1, n)(Theorem 5). Thus we expect that this idea

may give a way to investigate infinite index subgroups in a suitable group.

In Section 2, we set up notation and terminology concerning Schreier graphs and

Baumslag-Solitar groups. In Section 3, we start to construct Schreier graphs and give

a complete description of Schreier graphs of BS(1, n) with respect to any real numbers.

In Section 4, we classify them up to isomorphism. In Section 5, by using the Schreier

graphs we determine the group structure of the stabilizers and obtain a relevance to

presentations for the stabilizers of rational numbers.

2. Schreier graphs and Baumslag-Solitar groups

A labelled directed graph denoted by (V,E, L, α, β, l) consists of a nonempty set

V of vertices, a set E of edges, a set L of labels and three mappings α : E → V ,
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action. First, we show that for any x ∈ R, the Schreier graphs (OrbGn(x), Sn, x) and

(BS(1, n)/StabBS(1,n)(x), {A,B}±, StabBS(1,n)(x)) is isomorphic as marked labelled

directed graphs, where OrbGn
(x) is the orbit of x under the natural action on R (see

Proposition 1 below). Hence, in most of this paper we consider the Schreier graph

(OrbGn(x), Sn). Let Zω
n be the set of all infinite words over the finite group Zn. The

following theorem allows us to understand the structure of the Schreier graphs.

Theorem 1. Let n ≥ 2 and x be a real number represented by w ∈ Zω
n. Then,

there exists a homomorphism h = (f, ψ, γ) : (OrbGn(x), Sn) → Γw such that for every

v ∈ Vw, the subgraph h−1(v) = (Dv, Dv × {b}±, Sn, α|, β|, l|) is isomorphic to ΓZ,

where h−1(v) = (f−1(v), ψ−1(v), Sn, α|, β|, l|).
See Definition 3 below for Γw and ΓZ. As its consequence, we classify the Schreier

graphs up to isomorphism.

Theorem 2. Let m,n ≥ 2 with m �= n.

(1) For any x, y ∈ R, the Schreier graph (OrbGm(x), Sm) is not isomorphic to the

Schreier graph (OrbGn(y), Sn) as labelled directed graphs.

(2) For any α1, α2 ∈ R\Q, the Schreier graph (OrbGn(α1), Sn, α1) is Sn-isomorphic

to the Schreier graph (OrbGn(α2), Sn, α2) as marked labelled directed graphs.

(3) For any q ∈ Q and any α ∈ R \ Q, the Schreier graph (OrbGn(q), Sn) is not

isomorphic to the Schreier graph (OrbGn(α), Sn) as labelled directed graphs.

(4) Let q1, q2 ∈ Q. Then, the following statements are equivalent.

(a) The Schreier graph (OrbGn(q1), Sn) is isomorphic to the Schreier graph

(OrbGn(q2), Sn) as labelled directed graphs.

(b) OrbGn(q1) = OrbGn(q2) or OrbGn(−q1) = OrbGn(q2).

This result leads to a relevance to presentations for the stabilizers which turn out to

be infinite index subgroups in BS(1, n)(Theorem 5). Thus we expect that this idea

may give a way to investigate infinite index subgroups in a suitable group.

In Section 2, we set up notation and terminology concerning Schreier graphs and

Baumslag-Solitar groups. In Section 3, we start to construct Schreier graphs and give

a complete description of Schreier graphs of BS(1, n) with respect to any real numbers.

In Section 4, we classify them up to isomorphism. In Section 5, by using the Schreier

graphs we determine the group structure of the stabilizers and obtain a relevance to

presentations for the stabilizers of rational numbers.

2. Schreier graphs and Baumslag-Solitar groups

A labelled directed graph denoted by (V,E, L, α, β, l) consists of a nonempty set

V of vertices, a set E of edges, a set L of labels and three mappings α : E → V ,
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β : E → V , and l : E → L. The vertices α(e) and β(e) are called the initial and the

terminal vertices of the edge e, respectively.

A marked labelled directed graph denoted by (V,E, L, α, β, l, v0) is a labelled di-

rected graph with a distinguished vertex v0 called the marked vertex.

For i ∈ {1, 2} let Γi = (Vi, Ei, Li, αi, βi, li) be a labelled directed graph. Let

f : V1 → V2, ψ : E1 → E2 � V2 and γ : L1 → L2 be maps satisfying the following

statements:

(1) If ψ(e) ∈ E2, then α2(ψ(e)) = f(α1(e)), β2(ψ(e)) = f(β1(e)), and l2(ψ(e)) =

γ(l1(e)) ∈ L2.

(2) If ψ(e) ∈ V2, then ψ(e) = f(α1(e)) = f(β1(e)).

The triple (f, ψ, γ) of maps is called the homomorphism from Γ1 to Γ2. Labelled

directed graphs Γ1 and Γ2 are isomorphic if there exists a homomorphism (f, ψ, γ) :

Γ1 → Γ2, called an isomorphism, such that both f and γ are bijections and ψ is a

injection with ψ(E1) = E2. In particular, if L1 = L2 = L and γ = 1L, Γ1 is said to be

L-isomorphic to Γ2.

For i ∈ {1, 2} let Γi be a marked labelled directed graph. Γ1 is said to be

isomorphic to Γ2 if Γ1 is isomorphic to Γ2 as labelled directed graphs and the mapping

between vertices preserves the marked vertices.

Let S be a generating set of a group G. The generating set S is symmetric if

S = S−1.

Let G be a group with a symmetric finite generating set S, M be a set and ϕ :

G → Aut(M) be a homomorphism, where Aut(M) is the set of all bijections of M onto

itself. The orbit of an element m of M is the set OrbG(m) = {ϕ(g)(m) | g ∈ G}. The
stabilizer of an element m of M is the subgroup StabG(m) = {g ∈ G |ϕ(g)(m) = m}.

Definition 1. Let G be a group with a symmetric finite generating set S, M

be a set and ϕ : G → Aut(M) be a homomorphism. The Schreier graph denoted by

(M,S, ϕ) is a labelled directed graph (M,M × S, S, α, β, l) such that α(m, s) = m,

l(m, s) = s, and β(m, s) = ϕ(s)(m). The Schreier graph with a marked vertex denoted

by (M,S, ϕ,m0) is a Schreier graph with a marked vertex m0 ∈ M .

Let G be a group with a symmetric finite generating set S, H be a subgroup of G

and G/H be the set of all left cosets of H in G. The Schreier coset graph denoted by

(G/H,S) is a Schreier graph (G/H,S, ϕH) where ϕH : G → Aut(G/H) is the usual

left action on G/H.

Remark 1. For i ∈ {1, 2} let Gi be a group with a symmetric finite generate-

ing set Si. The Schreier graph (M1, S1, ϕ1) is isomorphic to (M2, S2, ϕ2) as labelled

directed graphs if and only if there exist bijections f : M1 → M2 and γ : S1 → S2 such

that ϕ1(s) = f−1ϕ2(γ(s))f for all s ∈ S1. In particular, if S1 = S2 = S, (M1, S, ϕ1)

is S-isomorphic to (M2, S, ϕ2) as labelled directed graphs if and only if there exists a

bijection f : M1 → M2 such that ϕ1(s) = f−1ϕ2(s)f for all s ∈ S.
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The next proposition will help us to describe Schreier graphs explicitly in the

later sections.

Proposition 1. Let G be a group with a symmetric finite generating set S, M

be a set, x0 ∈ M , and ϕ : G → Aut(M) be a homomorphism. Then the Schreier graph

(OrbG(x0), S, ϕ, x0) with the marked vertex x0 is S-isomorphic to the Schreier coset

graph (G/H,S,H) with the marked vertex H = StabG(x0) as marked labelled directed

graphs.

Proof. Define f : G/H → OrbG(x0) by f(gH) = ϕ(g)(x0). Since g
−1g � ∈ H =

StabG(x0) implies ϕ(g)(x0) = ϕ(g �)(x0), its map is well-defined. Clearly f is a bi-

jection. Since f(ϕH(s)(gH)) = f(sgH) = ϕ(sg)(x0) = ϕ(s)ϕ(g)(x0) = ϕ(s)(f(gH)),

we have ϕH(s) = f−1ϕ(s)f for all s ∈ S, which is the desired conclusion by Remark

1. �

Letm and n be nonzero integers. The group with the presentation �A,B | ABm =

BnA� is called theBaumslag-Solitar group and it is denoted by BS(m,n). For any

n ≥ 2, BS(1, n) has a geometric representation. That is, we define two affine maps a

and b of the real line R by a(x) = nx and b(x) = x+ 1 respectively. Let n ≥ 2, Sn =

{a, b}± and Gn = �Sn� be the subgroup of the affine group Aff(R). Then there exists

the isomorphism hn : BS(1, n) → Gn with hn(A) = a and hn(B) = b (see [4, p.100]).

Thus, BS(1, n) has the natural left action ϕn : BS(1, n) → Gn �→ Aff(R) �→ Aut(R).
By [4, p.102], we note that

(∗)n Gn = {g : R → R | g(x) = nix+ j/nk, i, j, k ∈ Z}.

3. Schreier graphs of all real numbers

Let x ∈ R and φx : Gn → Aut(OrbGn
(x)) be the usual left action. By the isomor-

phism hn and Proposition 1, the Schreier graph (OrbGn(x), Sn, φx, x) and the Schreier

coset graph (BS(1, n)/StabBS(1,n)(x), {A,B}±, StabBS(1,n)(x)) with the marked ver-

texes are isomorphic, so we will consider the Schreier graph (OrbGn(x), Sn, φx) for

each x ∈ R. For simplicity of notation, we write g and (OrbGn(x), Sn) instead of

φx(g) and the Schreier graph (OrbGn(x), Sn, φx), respectively.

Remark 2. For any x ∈ R and any f ∈ StabGn(x) with f �= 1R, bfb−1 /∈
StabGn(x). Thus StabGn(x) is not a normal subgroup of Gn.

We notice that the Schreier graph (OrbGn(α), Sn) for α ∈ R \Q is Sn-isomorphic

to the Cayley graph of BS(1, n) relative to the generators {A,B}± by the above

since the stabilizer StabBS(1,n)(α) is trivial. However in this section we construct

the Schreier graphs (OrbGn(q), Sn) for rational numbers q and will compare those

descriptions in the later section (see Theorem 4). Therefore we employ the Schreier
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The next proposition will help us to describe Schreier graphs explicitly in the

later sections.

Proposition 1. Let G be a group with a symmetric finite generating set S, M

be a set, x0 ∈ M , and ϕ : G → Aut(M) be a homomorphism. Then the Schreier graph

(OrbG(x0), S, ϕ, x0) with the marked vertex x0 is S-isomorphic to the Schreier coset

graph (G/H,S,H) with the marked vertex H = StabG(x0) as marked labelled directed

graphs.

Proof. Define f : G/H → OrbG(x0) by f(gH) = ϕ(g)(x0). Since g
−1g � ∈ H =

StabG(x0) implies ϕ(g)(x0) = ϕ(g �)(x0), its map is well-defined. Clearly f is a bi-

jection. Since f(ϕH(s)(gH)) = f(sgH) = ϕ(sg)(x0) = ϕ(s)ϕ(g)(x0) = ϕ(s)(f(gH)),

we have ϕH(s) = f−1ϕ(s)f for all s ∈ S, which is the desired conclusion by Remark

1. �

Letm and n be nonzero integers. The group with the presentation �A,B | ABm =

BnA� is called theBaumslag-Solitar group and it is denoted by BS(m,n). For any

n ≥ 2, BS(1, n) has a geometric representation. That is, we define two affine maps a

and b of the real line R by a(x) = nx and b(x) = x+ 1 respectively. Let n ≥ 2, Sn =

{a, b}± and Gn = �Sn� be the subgroup of the affine group Aff(R). Then there exists

the isomorphism hn : BS(1, n) → Gn with hn(A) = a and hn(B) = b (see [4, p.100]).

Thus, BS(1, n) has the natural left action ϕn : BS(1, n) → Gn �→ Aff(R) �→ Aut(R).
By [4, p.102], we note that

(∗)n Gn = {g : R → R | g(x) = nix+ j/nk, i, j, k ∈ Z}.

3. Schreier graphs of all real numbers

Let x ∈ R and φx : Gn → Aut(OrbGn
(x)) be the usual left action. By the isomor-

phism hn and Proposition 1, the Schreier graph (OrbGn(x), Sn, φx, x) and the Schreier

coset graph (BS(1, n)/StabBS(1,n)(x), {A,B}±, StabBS(1,n)(x)) with the marked ver-

texes are isomorphic, so we will consider the Schreier graph (OrbGn(x), Sn, φx) for

each x ∈ R. For simplicity of notation, we write g and (OrbGn(x), Sn) instead of

φx(g) and the Schreier graph (OrbGn(x), Sn, φx), respectively.

Remark 2. For any x ∈ R and any f ∈ StabGn(x) with f �= 1R, bfb−1 /∈
StabGn(x). Thus StabGn(x) is not a normal subgroup of Gn.

We notice that the Schreier graph (OrbGn(α), Sn) for α ∈ R \Q is Sn-isomorphic

to the Cayley graph of BS(1, n) relative to the generators {A,B}± by the above

since the stabilizer StabBS(1,n)(α) is trivial. However in this section we construct

the Schreier graphs (OrbGn(q), Sn) for rational numbers q and will compare those

descriptions in the later section (see Theorem 4). Therefore we employ the Schreier
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graph (OrbGn(α), Sn). We construct the Schreier graph (OrbGn(α), Sn) by an ar-

rangement of elements in the orbit OrbGn(α). The construction of the Cayley graph

of BS(1, n) ∼= Gn given in [4] depends on the fact that the word problem for BS(1, n)

is solvable.

Let Zn = {0, 1, . . . , n− 1} be the finite group with the additive group structure.

The set of all finite words over Zn and the set of all infinite words over Zn are denoted

by Z∗
n and Zω

n respectively. Let Z̃n = Z∗
n \ {ε}, where ε denotes the empty word. For

every word w = w1w2 . . . wk in Z∗
n, the length of w, denoted by |w|, is the number k.

Note that |ε| is zero.
Definition 2. An element w of Zω

n is called a rational element in Zω
n if there

exist u ∈ Z∗
n and v ∈ Z̃n such that

(1) w = uv∞,

(2) v �= tk whenever k ≥ 2 and t ∈ Z̃n, and

(3) u|u| �= v|v| whenever u �= ε.

Then, we say that the pair (u, v) of words satisfies (A). An element w of Zω
n which

is not rational is called an irrational element in Zω
n . Let x ∈ R. Then, there exists

w ∈ Zω
n such that x − �x� =

∑
i≥1 wi/n

i, where �x� = max{k ∈ Z | k ≤ x}. We say

that x is represented by w ∈ Zω
n . It is easy to see that x is a rational number if and

only if it is represented by a rational element in Zω
n .

Lemma 1. Let x, x� ∈ Z∗
n and y be an irrational element of Zω

n with xy = x�y.
Then x = x�.

Proof. Without loss of generality, we can assume that |x| ≤ |x�|. By assump-

tion, y|x′|−|x|+j = yj for each j ≥ 1. Since y is an irrational element in Zω
n , |x�| = |x|.

Therefore, x = x�. �

Lemma 2. Suppose that pairs (x, y) and (x�, y�) of words satisfy (A). Then

xy∞ = x�y�∞ if and only if x = x� and y = y�.

Proof. Suppose that xy∞ = x�y�∞. It suffices to show that x = x� and y = y�.
First we show that |x| = |x�|. On the contrary, suppose that |x| < |x�|. For any k ≥ 1,

there exists a unique k ∈ {1, . . . , |y|} such that k ≡ k mod |y|. Then
x�
|x′| = (x�y�∞)|x′| = (xy∞)|x′| = (y∞)|x′|−|x| = y|x′|−|x|.

On the other hand,

y�|y′| = (x�y�∞)|x′|+|y′|(|y|/g) = (xy∞)|x′|+|y|(|y′|/g) = (y∞)|x′|−|x|+|y|(|y′|/g) = y|x′|−|x|,

where g = gcd(|y�|, |y|). Since x� �= ε, by the assumption of x�, we see x�
|x′| �= y�|y′|, a

contradiction. Thus |x| = |x�|. Hence we have that x = x� and y∞ = y�∞.
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Next we show that |y| = |y�|. On the contrary, suppose that |y| < |y�|. There

exist α ∈ Z and β ≥ 0 such that |y�|α+ |y|β = g . For any i ≥ 1

(y�∞)i+g = (y�∞)i+|y′|α+|y|β = (y�∞)i+|y|β = (y∞)i+|y|β = (y∞)i = (y�∞)i.

Since y�∞ has the period g , y� has the period g ≤ |y| < |y�|. This contradicts the

assumption of y�. Since |y| = |y�|, we conclude y = y�. �

Lemma 3. Let x, y ∈ Z̃n. Suppose that x|x| = y|y| and the word y satisfies the

condition (2) in Definition 2. Then xy∞ = y∞ if and only if |x| ≡ 0mod |y| and x =

y|x|/|y|.

Proof. Suppose that xy∞ = y∞. It suffices to show that |x| ≡
0mod |y| and x = y|x|/|y|. Let m ≥ 0 and 1 ≤ r ≤ |y| such that |x| = |y|m + r.

Then for any i ≥ 1

(y∞)i+r = (xy∞)|x|+i+r = (xy∞)|x|+i+r+|y|m = (xy∞)|x|+i+|x| = (y∞)i+|x|

= (xy∞)i+|x|

= (y∞)i.

Thus y∞ has the period r and (y1 . . . y|y|)∞ = y∞ = (y1 . . . yr)
∞. Since (ε, y) and

(ε, y1 . . . yr) satisfy (A), by Lemma 2, we have |y| = r. Therefore |x| ≡ 0 mod |y|.
Moreover, since (xy∞)i = (y∞)i for all 1 ≤ i ≤ |x|, we have x = y|x|/|y|. �

Let σ : Zω
n → Zω

n be the sift map defined by σ(w1w2w3 . . .) = w2w3w4 . . . Write

σk−1 = σσ · · ·σ︸ ︷︷ ︸
k−1

for each k ≥ 1, where σ0 is the identity map. We note that σk−1(w)i =

wk−1+i for any k, i ≥ 1 and each w ∈ Zω
n .

Lemma 4. Let (x, y) be a pair of words satisfying (A). Then for |x| ≤ j < j�,
σj(xy∞) = σj′(xy∞) if and only if j� − j ≡ 0 mod |y|.

Proof. For any k ≥ 1, there exists a unique k ∈ {1, . . . , |y|} such that k ≡ k

mod |y|. Then

σj(xy∞) = σj−|x|(y∞) = (yj−|x|+1 . . . yj′−|x|)σj′−|x|(y∞), and

σj′(xy∞) = σj′−|x|(y∞).

Thus σj(xy∞) = σj′(xy∞) if and only if (yj−|x|+1 . . . yj′−|x|)σj′−|x|(y∞) =

σj′−|x|(y∞). By Lemma3, (yj−|x|+1 . . . yj′−|x|)σj′−|x|(y∞) = σj′−|x|(y∞) if and only

if j� − j ≡ 0 mod |y|. �
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Next we show that |y| = |y�|. On the contrary, suppose that |y| < |y�|. There

exist α ∈ Z and β ≥ 0 such that |y�|α+ |y|β = g . For any i ≥ 1

(y�∞)i+g = (y�∞)i+|y′|α+|y|β = (y�∞)i+|y|β = (y∞)i+|y|β = (y∞)i = (y�∞)i.

Since y�∞ has the period g , y� has the period g ≤ |y| < |y�|. This contradicts the

assumption of y�. Since |y| = |y�|, we conclude y = y�. �

Lemma 3. Let x, y ∈ Z̃n. Suppose that x|x| = y|y| and the word y satisfies the

condition (2) in Definition 2. Then xy∞ = y∞ if and only if |x| ≡ 0mod |y| and x =

y|x|/|y|.

Proof. Suppose that xy∞ = y∞. It suffices to show that |x| ≡
0mod |y| and x = y|x|/|y|. Let m ≥ 0 and 1 ≤ r ≤ |y| such that |x| = |y|m + r.

Then for any i ≥ 1

(y∞)i+r = (xy∞)|x|+i+r = (xy∞)|x|+i+r+|y|m = (xy∞)|x|+i+|x| = (y∞)i+|x|

= (xy∞)i+|x|

= (y∞)i.

Thus y∞ has the period r and (y1 . . . y|y|)∞ = y∞ = (y1 . . . yr)
∞. Since (ε, y) and

(ε, y1 . . . yr) satisfy (A), by Lemma 2, we have |y| = r. Therefore |x| ≡ 0 mod |y|.
Moreover, since (xy∞)i = (y∞)i for all 1 ≤ i ≤ |x|, we have x = y|x|/|y|. �

Let σ : Zω
n → Zω

n be the sift map defined by σ(w1w2w3 . . .) = w2w3w4 . . . Write

σk−1 = σσ · · ·σ︸ ︷︷ ︸
k−1

for each k ≥ 1, where σ0 is the identity map. We note that σk−1(w)i =

wk−1+i for any k, i ≥ 1 and each w ∈ Zω
n .

Lemma 4. Let (x, y) be a pair of words satisfying (A). Then for |x| ≤ j < j�,
σj(xy∞) = σj′(xy∞) if and only if j� − j ≡ 0 mod |y|.

Proof. For any k ≥ 1, there exists a unique k ∈ {1, . . . , |y|} such that k ≡ k

mod |y|. Then

σj(xy∞) = σj−|x|(y∞) = (yj−|x|+1 . . . yj′−|x|)σj′−|x|(y∞), and

σj′(xy∞) = σj′−|x|(y∞).

Thus σj(xy∞) = σj′(xy∞) if and only if (yj−|x|+1 . . . yj′−|x|)σj′−|x|(y∞) =

σj′−|x|(y∞). By Lemma3, (yj−|x|+1 . . . yj′−|x|)σj′−|x|(y∞) = σj′−|x|(y∞) if and only

if j� − j ≡ 0 mod |y|. �
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For any v ∈ Zω
n and any t ∈ Zn, set Dv = Z +

∑
i≥1 vi/n

i ⊂ R, and Dt
v =

nZ+ t+
∑

i≥1 vi/n
i ⊂ R. Note that 0 ≤ ∑

i≥1 vi/n
i ≤ 1 and Dv =

⊔
t∈X Dt

v.

Lemma 5. Let y and y� be irrational elements in Zω
n. Then, the following state-

ments are equivalent.

(1) Dy ∩Dy� �= ∅.
(2)

∑
i≥1 yi/n

i =
∑

i≥1 y
�
i/n

i.

(3) y = y�.

Proof. It suffices to show that (2) implies (3). On the contrary, suppose that

there exists i ≥ 1 such that yi �= y�i. Let i0 = min{i | yi �= y�i}. Then,

yi0/n
i0 +

∑
i≥i0+1

yi/n
i = y�i0/n

i0 +
∑

i≥i0+1

y�i/n
i.

Without loss of generality, we can assume that yi0 < y�i0 . Since y and y� are irrational
elements,

1/ni0 < y�i0/n
i0 − yi0/n

i0 +
∑

i≥i0+1

y�i/n
i =

∑
i≥i0+1

yi/n
i < 1/ni0 ,

a contradiction. �

Lemma 6. Let (x, y) and (x�, y�) be pairs of words satisfying (A) such that

min{|y|, |y�|} ≥ 2 whenever y �= y�. Then, the following statements are equivalent.

(1) Dxy∞ ∩Dx�y�∞ �= ∅.
(2)

∑
i≥1 (xy

∞)i/n
i =

∑
i≥1 (x

�y�∞)i/n
i.

(3) xy∞ = x�y�∞.

Proof. Suppose that
∑

i≥1 (xy
∞)i/n

i =
∑

i≥1 (x
�y�∞)i/n

i. It suffices to prove

that xy∞ = x�y�∞. On the contrary, suppose that there exists i ≥ 1 such that

(xy∞)i �= (x�y�∞)i. Let i0 = min{i | (xy∞)i �= (x�y�∞)i}. Then

(xy∞)i0/n
i0 +

∑
i≥i0+1

(xy∞)i/n
i = (x�y�∞)i0/n

i0 +
∑

i≥i0+1

(x�y�∞)i/n
i.

Without loss of generality, we can assume that (xy∞)i0 < (x�y�∞)i0 .

If min{|y|, |y�|} ≥ 2, or if y = y� ∈ {1, . . . , n− 2}, then we have

1/ni0 < (x�y�∞)i0/n
i0 − (xy∞)i0/n

i0 +
∑

i≥i0+1

(x�y�∞)i/n
i =

∑
i≥i0+1

(xy∞)i/n
i < 1/ni0 ,

a contradiction.

GEOMETRIC DESCRIPTION OF SCHREIER GRAPHS OF B-S GROUPS 197



8 TAKAMICHI SATO

If y = y� = 0, then i0 ≤ |x�|. Then

1/ni0 ≤ (x�y�∞)i0/n
i0 − (xy∞)i0/n

i0 +
∑

i≥i0+1

(x�y�∞)i/n
i =

∑
i≥i0+1

(xy∞)i/n
i < 1/ni0 ,

a contradiction.

If y = y� = n− 1, then i0 ≤ |x|. Then

1/ni0 < (x�y�∞)i0/n
i0 − (xy∞)i0/n

i0 +
∑

i≥i0+1

(x�y�∞)i/n
i =

∑
i≥i0+1

(xy∞)i/n
i ≤ 1/ni0 ,

a contradiction. Therefore xy∞ = x�y�∞. �

The proof of the following lemma is immediate, so the details are left to the

reader.

Lemma 7. Let v ∈ Zω
n and t ∈ Zn. Then,

(a) a(Dv) = Dv1
σ(v), a

−1(Dt
v) = Dtv, a−1(Dv) =

⊔
t∈Zn

Dtv,

(b) b±1(Dt
v) = Dt±1

v , and b±1(Dv) = Dv.

Definition 3. Let w ∈ Zω
n . Set Vw = {uσj(w) | j ≥ 0, u ∈ Z∗

n}, Ew = Vw ×
({a} � Zn), and Lw = {a}±. Define αw : Ew → Vw, βw : Ew → Vw and lw :

Ew → Lw by αw(v, a) = αw(v, k) = v, βw(v, a) = σ(v), βw(v, k) = kv, lw(v, a) = a

and lw(v, k) = a−1 for each v ∈ Vw and each k ∈ Zn. The labelled directed graph

(Vw, Ew, Lw, αw, βw, lw) and the Schreier graph (Z, {±1}, φ) will be denoted by Γw

and ΓZ respectively, where φ : Z → Aut(Z) is the usual action.

Lemma 8. (1) If w is an irrational element in Zω
n, then

Vw =
⊔
j≥1

{σj(w)} �
⊔

u∈Z∗
n

{uw} �
⊔

j≥1,s∈Z∗
n,t∈Zn,t �=wj

{stσj(w)}.

(2) If w = uv∞ is a rational element in Zω
n as in Definition 2, then

Vw =
⊔

|u|≤j<|u|+|v|
{σj(w)} �

⊔
|u|<j≤|u|+|v|,s∈Z∗

n,t∈Zn,t �=wj

{stσj(w)}.

Proof. By Lemmas 2 and 4, we can easily show (2). Thus we prove (1). Let

j, j� ≥ 1, u, u� ∈ Z∗
n, and t, t� ∈ Zn with t �= wj and t� �= wj� . It suffices to show the

following statements:

(a) j = j� whenever σj(w) = σj�(w).

(b) u = u� whenever uw = u�w.
(c) u = u�, t = t�, and j = j� whenever utσj(w) = u�t�σj�(w).

(d) σj(w) �= uw.
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If y = y� = 0, then i0 ≤ |x�|. Then

1/ni0 ≤ (x�y�∞)i0/n
i0 − (xy∞)i0/n

i0 +
∑

i≥i0+1

(x�y�∞)i/n
i =

∑
i≥i0+1

(xy∞)i/n
i < 1/ni0 ,

a contradiction.

If y = y� = n− 1, then i0 ≤ |x|. Then

1/ni0 < (x�y�∞)i0/n
i0 − (xy∞)i0/n

i0 +
∑

i≥i0+1

(x�y�∞)i/n
i =

∑
i≥i0+1

(xy∞)i/n
i ≤ 1/ni0 ,

a contradiction. Therefore xy∞ = x�y�∞. �

The proof of the following lemma is immediate, so the details are left to the

reader.

Lemma 7. Let v ∈ Zω
n and t ∈ Zn. Then,

(a) a(Dv) = Dv1
σ(v), a

−1(Dt
v) = Dtv, a−1(Dv) =

⊔
t∈Zn

Dtv,

(b) b±1(Dt
v) = Dt±1

v , and b±1(Dv) = Dv.

Definition 3. Let w ∈ Zω
n . Set Vw = {uσj(w) | j ≥ 0, u ∈ Z∗

n}, Ew = Vw ×
({a} � Zn), and Lw = {a}±. Define αw : Ew → Vw, βw : Ew → Vw and lw :

Ew → Lw by αw(v, a) = αw(v, k) = v, βw(v, a) = σ(v), βw(v, k) = kv, lw(v, a) = a

and lw(v, k) = a−1 for each v ∈ Vw and each k ∈ Zn. The labelled directed graph

(Vw, Ew, Lw, αw, βw, lw) and the Schreier graph (Z, {±1}, φ) will be denoted by Γw

and ΓZ respectively, where φ : Z → Aut(Z) is the usual action.

Lemma 8. (1) If w is an irrational element in Zω
n, then

Vw =
⊔
j≥1

{σj(w)} �
⊔

u∈Z∗
n

{uw} �
⊔

j≥1,s∈Z∗
n,t∈Zn,t �=wj

{stσj(w)}.

(2) If w = uv∞ is a rational element in Zω
n as in Definition 2, then

Vw =
⊔

|u|≤j<|u|+|v|
{σj(w)} �

⊔
|u|<j≤|u|+|v|,s∈Z∗

n,t∈Zn,t �=wj

{stσj(w)}.

Proof. By Lemmas 2 and 4, we can easily show (2). Thus we prove (1). Let

j, j� ≥ 1, u, u� ∈ Z∗
n, and t, t� ∈ Zn with t �= wj and t� �= wj� . It suffices to show the

following statements:

(a) j = j� whenever σj(w) = σj�(w).

(b) u = u� whenever uw = u�w.
(c) u = u�, t = t�, and j = j� whenever utσj(w) = u�t�σj�(w).

(d) σj(w) �= uw.
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(e) σj(w) �= ut�σj�(w).

(f) uw �= u�tσj(w).

The statements (b) and (d) directly follow from Lemma 1.

Suppose that utσj(w) = u�t�σj�(w) and j ≤ j�. Since σj(w) = wj+1 . . . wj�σ
j�(w),

by Lemma 1, we have utwj+1 . . . wj� = u�t�. Since t� �= wj� , we see j = j�, thus u = u�

and t = t�, which proves (c). Similarly, we can show (a).

If j ≥ j�, by Lemma 1, ut�σj�(w) = ut�wj�+1 . . . wjσ
j(w) �= σj(w). Suppose that

j ≤ j� and σj(w) = ut�σj�(w). Since σj(w) = wj+1 . . . wj�σ
j�(w), wj+1 . . . wj�σ

j�(w) =

ut�σj�(w). Hence by Lemma 1 wj+1 . . . wj� = ut�. Thus wj� = t�, a contradiction, and

(e) is proved.

Since wj �= t, uw1 . . . wj �= u�t. By Lemma 1, uw = uw1 . . . wjσ
j(w) �= u�tσj(w),

which proves (f). �

Lemma 9. Let n ≥ 2 and x ∈ R represented by w ∈ Zω
n. Then, OrbGn(x) =⊔

v∈Vw
Dv.

Proof. By Lemmas 5,6 and 8,
⋃

v∈Vw
Dv =

⊔
v∈Vw

Dv. Thus it suffices to

show that OrbGn(x) =
⋃

v∈Vw
Dv. Since x ∈ Dw ⊂ ⋃

v∈Vw
Dv, by Lemma 7,

OrbGn(x) ⊂
⋃

g∈Gn

⋃
v∈Vw

g(Dv) =
⋃

v∈Vw

Dv.

Let j ≥ 0 and u ∈ Z∗
n. It suffices to show that Duσj(w) ⊂ OrbGn(x). We have

Duσj(w) = Z+
∑
i≥1

(uσj(w))i/n
i

= Z+

|u|∑
i=1

ui/n
i +

∑
l≥j+1

wl/n
l−j+|u|

= Z+

|u|∑
i=1

ui/n
i + nj−|u|(

∑
l≥1

wl/n
l −

j∑
l=1

wl/n
l)

= Z+ n−|u|(
|u|∑
i=1

n|u|−iui −
j∑

i=1

nj−iwi + nj(x− �x�))

= {bka−|u|b(
∑|u|

i=1 n|u|−iui−
∑j

i=1 nj−iwi)ajb−�x�(x) | k ∈ Z} ⊂ OrbGn(x).

�

Theorem 3. Let n ≥ 2 and x be a real number represented by w ∈ Zω
n. Then,

there exists a homomorphism h = (f, ψ, γ) : (OrbGn(x), Sn) → Γw such that for every
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v ∈ Vw, the subgraph h−1(v) = (Dv, Dv × {b}±, Sn, α|, β|, l|) is isomorphic to ΓZ,

where h−1(v) = (f−1(v), ψ−1(v), Sn, α|, β|, l|).
Proof. It suffices to find a homomorphism h = (f, ψ, γ) : (OrbGn(x), Sn) → Γw

such that for every v ∈ Vw, the subgraph h−1(v) is isomorphic to ΓZ. By Lemmas 8 and

9, for any y ∈ OrbGn(x), there exists a unique vy ∈ Vw and k ∈ Zn such that y ∈ Dk
vy

⊂
Dvy . Thus, we can define f : OrbGn(x) → Vw, ψ : OrbGn(x) × Sn → Ew � Vw and

γ : Sn → Lw by f(y) = vy, ψ(y, a) = (f(y), a), ψ(y, a−1) = (f(y), k), ψ(y, b) = f(y),

ψ(y, b−1) = f(y), γ(a) = a, γ(a−1) = a−1, γ(b) = a, and γ(b−1) = a−1. �

4. Classification of Schreier graphs

In this section we classify Schreier graphs described in the previous section.

Lemma 10. Let v ∈ Z̃n. For i ≥ 1 set Wi = b−(v∞)ia and Zi = b(v
∞)ia. Then,

for every k ≥ 1, Wk · · ·W1 and Zk · · ·Z1 are nontrivial affine maps with the slopes nk

such that

(Wk · · ·W1)(
∑
j≥1

(v∞)j/n
j) =

∑
j≥1

(v∞)k+j/n
j and

(Zk · · ·Z1)(−
∑
j≥1

(v∞)j/n
j) = −

∑
j≥1

(v∞)k+j/n
j .

Proof. The proof is by induction on k. The affine map W1 has the slope n

such that

W1(
∑
j≥1

(v∞)j/n
j) = b−(v∞)1 a (

∑
j≥1

(v∞)j/n
j) = b−(v∞)1 ((v∞)1 +

∑
j≥2

(v∞)j/n
j−1)

=
∑
j≥1

(v∞)1+j/n
j .

Assume the formula holds for k − 1, we have

(WkWk−1 · · ·W1) (
∑
j≥1

(v∞)j/n
j) = Wk(

∑
j≥1

(v∞)k−1+j/n
j)

= b−(v∞)k a (
∑
j≥1

(v∞)k−1+j/n
j)

= b−(v∞)k ((v∞)k +
∑
j≥2

(v∞)k−1+j/n
j−1)

=
∑
j≥1

(v∞)k+j/n
j
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∑
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and the affine map Wk · · ·W1 has the slope nk. Similarly, we can prove it for Zk · · ·Z1.

�

Remark 3. Let x, y ∈ R. Then, by Remark 1, Schreier graphs (OrbGn(x), Sn)

and (OrbGn(y), Sn) are isomorphic if and only if there exist two bijections f :

OrbGn(x) → OrbGn(y) and γ : Sn → Sn such that γ(s)(f(z)) = f(s(z)) for each

z ∈ OrbGn(x) and each s ∈ Sn.

Lemma 11. Let x, y ∈ R. Suppose that the Schreier graph (OrbGn(x), Sn ) is

isomorphic to the Schreier graph (OrbGn(y), Sn ) by a bijection γ : Sn → Sn. Then

γ(a)γ(b)γ(a−1)γ(b−1)n = 1R in Gn

if and only if

γ = 1Sn or γ(a) = a, γ(a−1) = a−1, γ(b) = b−1, and γ(b−1) = b.

Proof. Let f : OrbGn(x) → OrbGn(y) be a bijection as in Remark 3. For any

s ∈ S and any x0 ∈ OrbGn(x), γ(s)γ(s
−1)(f(x0)) = f(ss−1(x0)) = f(x0) by Remark

3. Since f is a bijection, γ(s)γ(s−1) = 1OrbGn (y). Since γ(s)γ(s−1) is an affine map,

γ(s)γ(s−1) = 1R, thus γ(s)−1 = γ(s−1) ∈ Aff(R).
Suppose that γ(a)γ(b)γ(a−1)γ(b−1)n = 1R and γ �= 1Sn

. Since a(x) = nx and

γ(b−1) has the n-th power, γ(b−1) ∈ {b}±.
Suppose that γ(b−1) = b−1. Then γ(b) = b. Since γ �= 1Sn , we have γ(a) = a−1.

Then γ(a)γ(b)γ(a−1)γ(b−1)n = a−1bab−n �= 1R, a contradiction. Thus γ(b−1) = b

and γ(b) = b−1.

If γ(a) = a−1, then γ(a−1) = a and γ(a)γ(b)γ(a−1)γ(b−1)n = a−1b−1abn �= 1R, a

contradiction. Hence γ(a) = a and γ(a−1) = a−1. �

Theorem 4. Let m,n ≥ 2 with m �= n.

(1) For any x, y ∈ R, the Schreier graph (OrbGm(x), Sm) is not isomorphic to the

Schreier graph (OrbGn(y), Sn) as labelled directed graphs.

(2) For any α1, α2 ∈ R\Q, the Schreier graph (OrbGn(α1), Sn, α1) is Sn-isomorphic

to the Schreier graph (OrbGn(α2), Sn, α2) as marked labelled directed graphs.

(3) For any q ∈ Q and any α ∈ R \ Q, the Schreier graph (OrbGn(q), Sn) is not

isomorphic to the Schreier graph (OrbGn
(α), Sn) as labelled directed graphs.

(4) Let q1, q2 ∈ Q. Then, the following statements are equivalent.

(a) The Schreier graph (OrbGn(q1), Sn) is isomorphic to the Schreier graph

(OrbGn(q2), Sn) as labelled directed graphs.

(b) OrbGn(q1) = OrbGn(q2) or OrbGn(−q1) = OrbGn(q2).

Proof. On the contrary, suppose that the Schreier graphs (OrbGm(x), Sm) and

(OrbGn(y), Sn) are isomorphic by bijections f : OrbGm(x) → OrbGn(y) and γ : Sm →
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Sn as in Remark 1. We check at once that γ(a)γ(b)γ(a−1)γ(b−1)m �= 1R ∈ Gn.

By Remark 1, γ(a)γ(b)γ(a−1)γ(b−1)m(f(z)) = f(aba−1b−m(z)) = f(z) for each z ∈
OrbGm(x), contradiction, which proves (1). Since StabGn(α) = 1 for any α ∈ R \ Q,

by Proposition 1, the statement (2) is proved.

Let q be a rational number represented by uv∞ and x ∈ R such that the Schreier

graph (OrbGn
(q), Sn) is isomorphic to the Schreier graph (OrbGn

(x), Sn) as labelled

directed graphs by bijections f : OrbGn(q) → OrbGn(x) and γ : Sn → Sn as in Remark

3. Let q0 =
∑

j≥1(v
∞)j/n

j ∈ OrbGn(q). Since aba−1b−n(q�) = q� for each q� ∈
OrbGn(q), by Remark 3, we have γ(a)γ(b)γ(a−1)γ(b−1)n(f(q�)) = f(aba−1b−n(q�)) =
f(q�). Hence, γ(a)γ(b)γ(a−1)γ(b−1)n = 1R. By Lemma 11,

γ = 1Sn or γ(a) = a, γ(a−1) = a−1, γ(b) = b−1, and γ(b−1) = b. (E)

On the other hand, by Lemma 10, there exists a nontrivial affine map W|v| · · ·W1 =

ck · · · c1 such that ck · · · c1(q0) = q0, where ci ∈ {a, b−1}. By Remark 3, we have

γ(ck) · · · γ(c1)(f(q0)) = f(ck · · · c1(q0)) = f(q0).

(i) If γ = 1Sn , then the nontrivial affine map ck · · · c1 fixes both q0 and f(q0).

Hence, f(q0) = q0.

(ii) If γ(a) = a, γ(a−1) = a−1, γ(b) = b−1, and γ(b−1) = b, then by Lemma

10, γ(ck) · · · γ(c1)(−q0) = Z|v| · · ·Z1(−q0) = −q0. Since the nontrivial affine map

γ(ck) · · · γ(c1) fixes both −q0 and f(q0), we have −q0 = f(q0).

We start to prove (3). On the contrary, if x = α ∈ R \ Q, by the above, we see

f(q0) ∈ Q, a contradiction, which proves (3).

Next we prove (4). Suppose that the statement (a) holds, i.e.,q = q1, x = q2 ∈ Q
above. If γ = 1Sn , by (i) above, OrbGn(q1) = OrbGn(q0) = OrbGn(q2). If γ �= 1Sn , by

(ii) above, OrbGn(−q1) = OrbGn(−q0) = OrbGn(q2), which proves (b).

Suppose that the statement (b) holds. We show that (OrbGn(q1), Sn) and

(OrbGn(q2), Sn) are isomorphic. Without loss of generality, we can assume that

OrbGn(−q1) = OrbGn(q2). Define γ : Sn → Sn by γ(a) = a, γ(a−1) =

a−1, γ(b) = b−1, and γ(b−1) = b. In addition define f : OrbGn
(q1) → OrbGn

(q2)

by f(ck · · · c1(q1)) = γ(ck) · · · γ(c1)(−q1), where ci ∈ Sn. By induction on k, we can

show that (ck · · · c1)(q1) + (γ(ck) · · · γ(c1))(−q1) = 0 for each k ≥ 1 and each ci ∈ Sn.

Hence, f is well-defined and an injection. By definition, f is a surjection satisfying

that f(s(z)) = γ(s)(f(z)) for each z ∈ OrbGn(q1) and each s ∈ Sn. By Remark 3, the

Schreier graphs (OrbGn(q1), Sn) and (OrbGn(q2), Sn) are isomorphic by f and γ. �

Corollary 1. Let q1, q2 be rational numbers. Then, the following statements

are equivalent.

(a) The Schreier graph (OrbGn(q1), Sn, q1) is isomorphic to the Schreier graph

(OrbGn(q2), Sn, q2) as marked labelled directed graphs.

(b) |q1| = |q2|.
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Proof. From the latter part of the proof of Theorem 4, we can show that

(b) implies (a). Suppose that (OrbGn(q1), Sn, q1) is isomorphic to (OrbGn(q2), Sn, q2)

by bijections f : OrbGn(q1) → OrbGn(q2) with f(q1) = q2 and γ : Sn → Sn as in

Remark 3. It suffices to show that |q1| = |q2|. Let us represent by uv∞ ∈ Zω
n q1 ∈ Q.

Set q0 =
∑

j≥1(v
∞)j/n

j ∈ OrbGn(q1). Then, there exist d1, . . . , dj ∈ Sn such that

(dj · · · d1)(q1) = q0. From the proof of Theorem 4, the map γ satisfies (E) in the proof

of Theorem 4, and the map f satisfies

f(q0) =

{
q0 if γ = 1Sn

−q0 if γ �= 1Sn .

Moreover, there exist c1, . . . , ck ∈ Sn such that (ck · · · c1)(q0) = q0 and

γ(ck) · · · γ(c1)(f(q0)) = f(q0). Then

(dj · · · d1)−1(ck · · · c1)(dj · · · d1)(q1) = q1.

By Remark 3

γ(d1)
−1 · · · γ(dj)−1γ(ck) · · · γ(c1)γ(dj) · · · γ(d1)(q2) = q2.

Thus γ(ck) · · · γ(c1)(γ(dj) · · · γ(d1)(q2)) = γ(dj) · · · γ(d1)(q2).
Suppose that γ = 1Sn . Then, (ck · · · c1)((dj · · · d1)(q2)) = (dj · · · d1)(q2). Since

the nontrivial affine map ck · · · c1 fixes both q0 = (dj · · · d1)(q1) and (dj · · · d1)(q2),
(dj · · · d1)(q1) = (dj · · · d1)(q2). We conclude that q1 = q2.

Suppose that γ �= 1Sn
. By Remark 3, γ(dj) · · · γ(d1)(q2) =

(γ(dj) · · · γ(d1))(f(q1)) = f((dj · · · d1)(q1)) = f(q0) = −q0 = −(dj · · · d1)(q1).
Since the map γ satisfies (E) in the proof of Theorem 4, by induction on j, we can

show q1 = −q2. �

5. Applications

First we determine the group structure of stabilizers for all rational numbers

by using the Schreier graphs described in the previous section. The proof of next

proposition allows us to understand a word stood for a generator as well as the group

structure. We note that the the stabilizer StabGn(q) is an infinite index subgroup of

Gn since the orbit OrbGn(q) is an infinite set.

Proposition 2. Let n ≥ 2 and q be a rational number represented by uv∞ ∈
Zω
n. Then, there exists f ∈ Aff(R) such that f(x) = n|v|(x − q) + q for each x ∈ R,

and StabGn(q) = �f� ∼= Z.
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Proof. For i ≥ 1 set �Wi = b−(uv∞)ia. By Lemma 10 we have

�W|u|+|v| · · ·�W|u|+1
�W|u| · · ·�W1(b

−�q�(q)) = �W|u|+|v| · · ·�W|u|+1(
�
i≥1

(v∞)i/n
i)

= W|v| · · ·W1(
�
i≥1

(v∞)i/n
i)

=
�
i≥1

(v∞)i/n
i

= �W|u| · · ·�W1 (b
−�q�(q)).

Set f = b�q��W−1
1 · · ·�W−1

|u| �W|u|+|v| · · ·�W|u|+1
�W|u| · · ·�W1b

−�q�. Then, f is an affine map

with the slope n|v| such that f(q) = q. Hence �f� < StabGn(q).

Let g ∈ StabGn(q). By (∗)n, there exists i ∈ Z such that g(x) = ni(x− q) + q for

any x ∈ R. If |v| = 1, f has the slope n, thus g = f i. Hence, we may assume that

|v| ≥ 2. On the contrary, suppose that there exist h ∈ StabGn(q) \ �f�, 0 < r < |v|,
j ∈ Z, and k ≥ 0 such that h(x) = nrx+ j/nk and h(q) = q. Then, we have

q =
−j

nk(nr − 1)
.

There exist m ≥ 0 and z = z1z2 . . . zr ∈ �Zn with z �= (n− 1)r such that

|j| =
�

r−1�
i=0

(n− 1)ni

�
m+

r−1�
i=0

zr−in
i = nr

�
m

r�
i=1

n− 1

ni
+

r�
i=1

zi
ni

�
.

Since

nr

nr − 1
=

�
j≥0

�
1

nr

�j

,

we have

qnk = m+
�
i≥1

(z∞)i
ni

or qnk = −(m+ 1) +
�
i≥1

(z∞)i
ni

,

where z = (n − 1 − z1) . . . (n − 1 − zr) ∈ �Zn. Thus, qnk has a repeating part whose

length is the period of z∞. However,

qnk =

⎛
⎝�q�+

�
i≥1

(uv∞)i
ni

⎞
⎠nk =

�
�q�nk +

k�
i=1

(uv∞)in
k−i

�
+

�
i≥1

(uv∞)i+k

ni
,

which contradicts (2) in Definition 2. �
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Proof. For i ≥ 1 set �Wi = b−(uv∞)ia. By Lemma 10 we have
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�
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i)
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�
i≥1

(v∞)i/n
i)

=
�
i≥1

(v∞)i/n
i

= �W|u| · · ·�W1 (b
−�q�(q)).
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+
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�
.

Since

nr

nr − 1
=
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(uv∞)in
k−i

�
+
�
i≥1

(uv∞)i+k

ni
,

which contradicts (2) in Definition 2. �
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Next we introduce the definition of being isomorphic in presentations for sub-

groups in order to translate the graphical expression of the Schreier graphs into the

algebraic expression of subgroups. Consequently, we get a relevance to presentations

for the stabilizers from the previous result about the classification of the Schreier

graphs (see Theorem 5).

For i ∈ {1, 2}, let Gi be a group with a generating set Ti. Let T
−1
i = {t−1 | t ∈ Ti}

and T±
i = Ti ∪ T−1

i . We assume that

(∗) t ∈ Ti ∩ T−1
i if and only if t ∈ Ti, t2 = 1.

For i ∈ {1, 2} let Xi = {xt | t ∈ Ti }. Set X−1
i = {x−1

t | t ∈ Ti}, where x−1
t denotes a

new symbol corresponding to the element xt. We assume that Xi∩X−1
i = ∅ and that

the expression (x−1
t )−1 denotes the element xt. For i ∈ {1, 2} the free group with

the basis Xi is denoted by F (Xi), and for a subset Ri of F (Xi) the normal closure of

the set Ri in F (Xi) is denoted by ��Ri��. Let Gi be the group with the presentation

�Xi |Ri� with respect to the epimorphism ψi : F (Xi) → Gi given by ψi(xt) = t.

Definition 4. For i ∈ {1, 2}, let Hi be a subgroup of Gi. H1 and H2 are

isomorphic in presentations �X1|R1� and �X2|R2� respectively if there exists a bi-

jection γ : X±
1 → X±

2 with γ(x−1
t ) = γ(xt)

−1 such that γ̃ (ψ−1
1 (H1)) = ψ−1

2 (H2)

and γ̃(��R1��) = ��R2��, where γ̃ : F (X1) → F (X2) is defined by γ̃(xε1
t1 · · ·xεk

tk
) =

γ(xt1)
ε1 · · · γ(xtk)

εk for εi ∈ {±1}. Then, γ̃ is an isomorphism and H1
∼= H2. Con-

versely, if there exists an isomorphism γ̃ : F (X1) → F (X2) such that γ̃(K1) = K2 for

each Ki ∈ {ψ−1
i (Hi),Kerψi, X

±
i }, then γ = γ̃|X±

1
satisfies the above condition.

Proposition 3. Let Γi = (Gi/Hi, T
±
i , Hi) and

Γ �
i = (F (Xi)/ψ

−1
i (Hi), X

±
i , ψ−1

i (Hi)) be Schreier coset graphs for i ∈ {1, 2}. Then,

the following statements are equivalent.

(a) Γ1 is isomorphic to Γ2 as marked labelled directed graphs by a bijection γ :

T±
1 → T±

2 such that γ(t−1) = γ(t)−1 for every t ∈ T1.

(b) Γ �
1 is isomorphic to Γ �

2 as marked labelled directed graphs by a bijection γ� :
X±

1 → X±
2 with γ�(x−1

t ) = γ�(xt)
−1 for every xt ∈ X1 satisfying the condition

(B) ψ1(xt)
2 = 1G1 if and only if ψ2(γ

�(xt))
2 = 1G2 .

Proof. Let ϕi : Gi → Aut(Gi/Hi) and ϕ�
i : F (Xi) → Aut(F (Xi)/ψ

−1
i (Hi))

be the usual left actions for i ∈ {1, 2}. We define Ψi : F (Xi)/ψ
−1
i (Hi) → Gi/Hi by

Ψi(y ψ
−1
i (Hi)) = ψi(y)Hi. Since y

−1y� ∈ ψ−1
i (Hi) is equivalent to ψi(y)

−1ψi(y
�) ∈ Hi,

Ψi is well-defined and an injection. Since ψi is a surjection, Ψi is also a surjection.

Suppose that the statement (a) holds. Let f : G1/H1 → G2/H2 be a bijection

between vertices such that f(H1) = H2 and fϕ1(t) = ϕ2(γ(t))f for every t ∈ T1.

GEOMETRIC DESCRIPTION OF SCHREIER GRAPHS OF B-S GROUPS 205



16 TAKAMICHI SATO

Set f � = Ψ−1
2 fΨ1 : F (X1)/ψ

−1
1 (H1) → F (X2)/ψ

−1
2 (H2). Clearly f � is bijective with

f �(ψ−1
1 (H1)) = ψ−1

2 (H2).

Define γ� : X±
1 → X±

2 by

γ�(xε
t ) =

{
xε
γ(t) if γ(t) ∈ T2 and ε ∈ {±1},

x−ε
γ(t)−1 if γ(t) /∈ T2 and ε ∈ {±1}.

Then we have γ�(x−1
t ) = γ�(xt)

−1. To show that γ� is bijective, we define σ : X±
2 → X±

1

by

σ(xε
t ) =

{
xε
γ−1(t) if γ−1(t) ∈ T1 and ε ∈ {±1},

x−ε
γ−1(t)−1 if γ−1(t) /∈ T1 and ε ∈ {±1}.

Then

σ γ�(xε
t ) =

{
σ(xε

γ(t)) if γ(t) ∈ T2 and ε ∈ {±1},
σ(x−ε

γ(t)−1) if γ(t) /∈ T2 and ε ∈ {±1}.

If γ(t) ∈ T2, γ
−1(γ(t)) = t ∈ T1. If γ(t) /∈ T2, γ

−1(γ(t)−1) = γ−1(γ(t−1)) = t−1 /∈ T1

by (∗). Since γ(t−1) = γ(t)−1, we have γ−1(s−1) = γ−1(s)−1. Hence we have

σ γ�(xε
t ) =

{
xε
t if γ(t) ∈ T2 and ε ∈ {±1},

xε
t if γ(t) /∈ T2 and ε ∈ {±1},

thus σ γ� = 1X±
1
. The similar argument gives γ�σ = 1X±

2
. Thus γ� is a bijection.

Since ψ2(γ
�(xt)) = γ(t) and t2 = 1G1 if and only if γ(t)2 = 1G2 , we have ψ1(xt)

2 =

1G1 if and only if ψ2(γ
�(xt))

2 = 1G2 , which establishes (B).

Since Ψ1ϕ
�
1(xt) = ϕ1(t)Ψ1 and Ψ2ϕ

�
2(γ

�(xt)) = ϕ2(γ(t))Ψ2, we have

ϕ�
2(γ

�(xt))f
�ϕ�

1(xt)
−1 = ϕ�

2(γ
�(xt))Ψ

−1
2 fΨ1ϕ

�
1(xt)

−1 = Ψ−1
2 ϕ2(γ(t))fϕ1(t)

−1Ψ1

= Ψ−1
2 fΨ1

= f �.

By Remark 1 we obtain (b).

Suppose that the statement (b) holds. Let f � : F (X1)/ψ
−1
1 (H1) →

F (X2)/ψ
−1
2 (H2) be a bijection between vertices such that f �(ψ−1

1 (H1)) = ψ−1
2 (H2)

and f �ϕ�
1(xt) = ϕ�

2(γ
�(xt))f

� for every xt ∈ X1. Set f = Ψ2f
�Ψ−1

1 : G1/H1 → G2/H2.

Clearly f is bijective with f(H1) = H2.

Define γ : T±
1 → T±

2 by γ(tε) = ψ2(γ
�(xε

t )) for each t ∈ T1 and ε ∈ {±1}. First

we show that γ is well-defined. Suppose that tε11 = tε22 . If ε1 = ε2 and t1 = t2,

then ψ2(γ
�(xε1

t1 )) = ψ2(γ
�(xε2

t2 )). If ε1 �= ε2, then t1 = t2. Since ψ2(γ
�(xtj ))

2 = 1G2
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2 (H2) be a bijection between vertices such that f �(ψ−1
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2 (H2)
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1(xt) = ϕ�

2(γ
�(xt))f

� for every xt ∈ X1. Set f = Ψ2f
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Clearly f is bijective with f(H1) = H2.

Define γ : T±
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then ψ2(γ
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t2 )). If ε1 �= ε2, then t1 = t2. Since ψ2(γ
�(xtj ))

2 = 1G2
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by (B), ψ2(γ
�(xε1

t1 )) = ψ2(γ
�(x−ε1

t1 )) = ψ2(γ
�(xε2

t2 )). Thus γ is well-defined. Then we

have γ(t−1) = γ(t)−1. Next we show that γ is bijective. We define ρ : T±
2 → T±

1 by

ρ(tε) = ψ1(γ
�−1(xε

t )) for each t ∈ T2 and ε ∈ {±1}. Since γ� satisfies the condition

(B), ψ2(xt)
2 = 1G2 if and only if ψ1(γ

�−1(xt))
2 = 1G1 . Hence ρ is well-defined. We

can easily see that γρ = 1T±
2

and ργ = 1T±
1
. Hence γ is a bijection.

Since Ψ1ϕ
�
1(xt) = ϕ1(t)Ψ1 and Ψ2ϕ

�
2(γ

�(xt)) = ϕ2(γ(t))Ψ2,

ϕ2(γ(t))fϕ1(t)
−1 = ϕ2(γ(t))Ψ2f

�Ψ−1
1 ϕ1(t)

−1 = Ψ2ϕ
�
2(γ

�(xt))f
�ϕ�

1(xt)
−1Ψ−1

1

= Ψ2f
�Ψ−1

1

= f.

By Remark 1 we obtain (a). �

Lemma 12. Let Γi = (Gi/Hi, T
±
i , Hi) be Schreier coset graphs for i ∈ {1, 2}.

Then the following statements are equivalent.

(a) Γ1 is isomorphic to Γ2 as marked labelled directed graphs by a bijection γ :

T±
1 → T±

2 satisfying the following condition: for any t1, . . . , tk ∈ T1 and any

ε1, . . . , εk ∈ {±1},
(C) tε11 · · · tεkk = 1G1 if and only if γ(tε11 ) · · · γ(tεkk ) = 1G2 .

(b) H1 and H2 are isomorphic in presentations �X1|R1� and �X2|R2� respectively.
Proof. By Proposition 3, (a) is equivalent to the following statement.

(a�) Γ �
1 is isomorphic to Γ �

2 as marked labelled directed graphs by a bijection γ� :
X±

1 → X±
2 such that γ�(x−1

t ) = γ�(xt)
−1 for every xt ∈ X1 and

(C �) ψ1(x
ε1
t1 ) · · ·ψ1(x

εk
tk
) = 1G1 if and only if ψ2(γ

�(xε1
t1 )) · · ·ψ2(γ

�(xεk
tk
)) = 1G2 .

In addition we note that the following statements are equivalent.

(1) There exists a bijection γ� : X±
1 → X±

2 with γ�(x−1
t ) = γ�(xt)

−1 satisfying the

condition (C �).

(2) There exists a group isomorphism δ : F (X1) → F (X2) such that δ(X±
1 ) = X±

2

and δ(��R1��) = ��R2��.
Suppose that the statement (a) holds. By the above, we may suppose that

the statement (a�) holds, and can take γ̃� as δ in (2), where γ̃� : F (X1) → F (X2)

given by γ̃�(xε1
t1 · · ·xεk

tk
) = γ�(xt1)

ε1 · · · γ�(xtk)
εk . It suffices to prove that γ̃� (ψ−1

1 (H1))

= ψ−1
2 (H2). Let f

� : F (X1)/ψ
−1
1 (H1) → F (X2)/ψ

−1
2 (H2) be a bijection between ver-

tices which preserves marked vertices. Now, we note that for i ∈ {1, 2}, ψ−1
i (Hi) =
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{ l(P ) |P is an edge path in Γ �
i from ψ−1

i (Hi) to itself }, where l(P ) = l(en) . . . l(e1)

whenever P = e1 . . . en.

Let l(P ) ∈ ψ−1
1 (H1), where ej = (x

εj−1

tj−1
· · ·xε1

t1ψ
−1
1 (H1), x

εj
tj ) and P = e1 . . . en.

Since xεn
tn · · ·xε1

t1ψ
−1
1 (H1) = β(en) = ψ−1

1 (H1), by Remark 1,

γ̃�(l(P ))ψ−1
2 (H2) = γ�(xεn

tn ) · · · γ�(xε1
t1 )f

�(ψ−1
1 (H1)) = f �(xεn

tn · · ·xε1
t1ψ

−1
1 (H1))

= f �(ψ−1
1 (H1))

= ψ−1
2 (H2).

Thus we have γ̃�(ψ−1
1 (H1)) ⊂ ψ−1

2 (H2). Similarly γ̃�−1
(ψ−1

2 (H2)) ⊂ ψ−1
1 (H1), which

proves γ̃� (ψ−1
1 (H1)) = ψ−1

2 (H2).

Suppose that the statement (b) holds. There exists a bijection γ� : X±
1 → X±

2 with

γ�(x−1
t ) = γ�(xt)

−1 such that γ̃� (ψ−1
1 (H1)) = ψ−1

2 (H2) and γ̃�(��R1��) = ��R2��, which
establishes (2). Define f � : F (X1)/ψ

−1
1 (H1) → F (X2)/ψ

−1
2 (H2) by f �(gψ−1

1 (H1))

= γ̃�(g)ψ−1
2 (H2). Since g−1

2 g1 ∈ ψ−1
1 (H1) is equivalent to γ̃�(g−1

2 g1) ∈ γ̃�(ψ−1
1 (H1)) =

ψ−1
2 (H2), f � is well-defined and an injection. Since γ̃� is a surjection, f � is also a

surjection. Since

f �ϕ�
1(xt)(gψ

−1
1 (H1)) = f �(xtgψ

−1
1 (H1)) = γ̃�(xtg)ψ

−1
2 (H2)

= γ̃�(xt)γ̃�(g)ψ−1
2 (H2)

= ϕ�
2(γ

�(xt))f
�(gψ−1

1 (H1)),

we have f �ϕ�
1(xt) = ϕ�

2(γ
�(xt))f

� for every xt ∈ X1. Thus Γ �
1 is isomorphic to Γ �

2 as

marked labelled directed graphs by a bijection γ� : X±
1 → X±

2 , which establishes (a�),
i.e., (a). �

By Lemmas 11 and 12, Corollary 1, (1) in Theorem 4 and the isomorphism hn,

we obtain the following theorem.

Theorem 5. Let m,n ≥ 2 and q1, q2 ∈ Q. Then the following statements are

equivalent.

(a) StabBS(1,m)(q1) and StabBS(1,n)(q2) are isomorphic in presentations BS(1,m)

and BS(1, n) respectively.

(b) m = n and |q1| = |q2|.
Acknowledgment. The author would like to thank the anonymous referee for
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Abstract. The Ando-Hiai inequality says that if A#αB ≤ 1 for a fixed
α ∈ [0, 1] and positive invertible operators A,B on a Hilbert space, then

Ar#αB
r ≤ 1 for r ≥ 1, where #α is the α-geometric mean defined by A#αB =

A
1
2 (A− 1

2BA− 1
2 )αA

1
2 . In this note, we generalize it as follows: If A�αB ≤ 1 for

a fixed α ∈ [−1, 0] and positive invertible operators A,B on a Hilbert space,
then Ar#βB

s ≤ 1 for r ∈ [0, 1] and s ∈ [−2αr
−α , 1], where β = αr

αr+(1−α)s and

A�αB = A
1
2 (A− 1

2BA− 1
2 )αA

1
2 . As an application, we pose operator inequalities

of type of Furuta inequality and grand Furuta inequality. For instance, if
A ≥ B > 0, then A−r� 1+r

p+r
Bp ≤ A holds for p ≤ −1 and r ∈ [−1, 0], where

A�αB = A
1
2 (A− 1

2BA− 1
2 )αA

1
2 .

1 Introduction Throughout this note, an operator A means a bounded linear

operator acting on a complex Hilbert space H. An operator A is positive, denoted

by A ≥ 0, if (Ax, x) ≥ 0 for all x ∈ H. We denote A > 0 if A is positive and

invertible. The α-geometric mean #α is defined by A#αB = A
1
2 (A− 1

2BA− 1
2 )αA

1
2

for A > 0 and B ≥ 0.

A log-majorization theorem due to Ando-Hiai [1] is expressed as follows: For α ∈
[0, 1] and positive definite matrices A and B,

(A#αB)r �(log) A
r#αB

r (r ≥ 1).

The core in the proof is that A#αB ≤ 1 implies Ar#αB
r ≤ 1 for r ≥ 1. It holds for

positive operators A,B on a Hilbert space, and is called the Ando-Hiai inequality,
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simply (AH). Afterwards, it is generalized to two variable version: If A#αB ≤ 1

for α ∈ [0, 1] and positive operators A,B, then Ar#βB
s ≤ 1 for r, s ≥ 1, where

β = αr
αr+(1−α)s

. It is known that both one-sided versions are equivalent, and that

they are alterantive expressions of the Furuta inequality, see [4, 5].

A binary operation �α is defined by the same formula as the α-geometric mean for

α �∈ [0, 1], that is,

A�αB = A
1
2 (A− 1

2BA− 1
2 )αA

1
2 for A,B > 0.

Very recently (AH) is extended by Seo [17] and [13] as follows: For α ∈ [−1, 0],

A�αB ≤ 1 for A,B > 0 implies Ar�αB
r ≤ 1 for r ∈ [0, 1].

In this note, we present two variable version of it, presicely we show that if A�αB ≤ 1

for α ∈ [−1, 0] and positive invertible operators A,B, then Ar�βB
s ≤ 1 for r ∈

[0, 1] and s ∈ [−2αr
1−α

, 1], where β = αr
αr+(1−α)s

. As an application, we pose operator

inequalities of type of Furuta inequality and grand Furuta inequality.

2 Extensions of (AH) with negative power

In the beginning of this section, we mention the following useful identity on the

binary operation �: For β ∈ R and positive invertible operators X and Y ,

X�βY = X(X−1�−βY
−1)X. (2.1)

Lemma 2.1. If A�αB ≤ 1 for α ∈ [−1, 0] and positive invertible operators A and

B, then Ar�βB ≤ 1 for r ∈ [0, 1], where β = αr
αr+(1−α)

.

Proof. For convenience, we show that if A−1�αB ≤ 1, then A−r�βB ≤ 1 for

r ∈ [0, 1]. Thus the assumption ensures that Cα ≤ A, where C = A
1
2BA

1
2 . Note

that β ∈ [−1, 0].

Now we first assume that r = 1− � ∈ [1
2
, 1], i.e., � ∈ [0, 1

2
]. Then we have

A��βC = A�(A−�#−βC
−1)A�

≤ A�(C−α�#−βC
−1)A�

= A�Cα(1−2�)A�

≤ A�A1−2�A� = A.
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Hence it follows that

A−r�βB = A− 1
2 (A��βC)A− 1

2 ≤ A− 1
2AA− 1

2 = 1.

In particular, we note that Ar�βB ≤ 1 for r = 1
2
, that is, A− 1

2 �α1B ≤ 1 holds for

α1 =
α

2−α
. Hence it follows from the preceding paragragh that for r ∈ [1

2
, 1],

1 ≥ (A− 1
2 )r�β1B = A− r

2 �β1B,

where β1 =
α1r

α1r+(1−α1)
= αr/2

αr/2+(1−α)
. This means tht the desired inequality holds for

r ∈ [1
4
, 1
2
]. Finally we have the conclusion by the induction.

Lemma 2.2. If A�αB ≤ 1 for α ∈ [−1, 0] and positive invertible operators A and

B, then A�βB
s ≤ 1 for s ∈ [−2α

1−α
, 1], where β = α

α+(1−α)s
.

Proof. For convenience, we show that if A�αB
−1 ≤ 1, then A�βB

−s ≤ 1 for s ∈
[−2α
1−α

, 1]. Thus the assumption is understood as D1−α ≤ B, where D = B
1
2AB

1
2 .

We first note that β ∈ [−1, 0] by s ∈ [−2α
1−α

, 1]. So we put s = 1 − � for some

� ∈ [0, 1− −2α
1−α

]. Then we have

D�βB
� = D(D−1#−βB

−�)D ≤ D(D−1#−βD
−�(1−α)D = D1−α ≤ B,

so that

A�βB
−s = B− 1

2 (D�βB
�)B− 1

2 ≤ B− 1
2BB− 1

2 = 1.

Theorem 2.3. If A�αB ≤ 1 for α ∈ [−1, 0] and positive invertible operators A and

B, then Ar�βB
s ≤ 1 for r ∈ [0, 1] and s ∈ [−2αr

1−α
, 1], where β = αr

αr+(1−α)s
.

Proof. Suppose that A�αB ≤ 1. Then Lemma 2.1 says that Ar�γB ≤ 1 for r ∈ [0, 1],

where γ = αr
αr+(1−α)

. Next we apply Lemma 2.2 to this obtained inequality. Then

we have

1 ≥ Ar� γ
γ+(1−γ)s

Bs = Ar� αr
αr+(1−α)s

Bs

for s ∈ [−2γ
1−γ

, 1] = [−2αr
1−α

, 1].

As a special case s = r in the above, we obtain Seo’s original extension of (AH)

because β = α (by s = r) and r ∈ [−2αr
1−α

, 1].

Corollary 2.4. If A�αB ≤ 1 for α ∈ [−1, 0] and positive invertible operators A and

B, then Ar�βB
r ≤ 1 for r ∈ [0, 1].
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Remark 2.5. We here consider the condition s ∈ [−2α
1−α

, 1] in Lemma 2.2. In

particular, take α = −1. Then the assumption A�αB ≤ 1 means that B ≥ A2,

and β = α
α+(1−α)s

= 1
1−2s

. Though s = 1 in this case by s ∈ [−2α
1−α

, 1], the inequality

in Lemma 2.2 still holds for s ∈ [3
4
, 1]. We use the formula X�γY = Y �1−γX =

Y (Y −1�γ−1X
−1)Y . Note that −β ∈ [1, 2]. Therefore we have

A�βB
s = A(A−1�βB

−s)A = AB−s(Bs#β−1A)B
−sA

≤ AB−s(Bs#−β−1B
1
2 )B−sA = AB−1A ≤ AA−2A = 1.

On the other hand, it is false for s ∈ [0, 1
4
]. Note that β = 1

1−2s
∈ [1, 2]. Suppose to

the contrary that A�βB
s ≤ 1 holds under the assumption B ≥ A2. Then it follows

that 1 ≤ A�βB
s = Bs(B−s#β−1A

−1)Bs and so

B−2s ≥ B−s#β−1A
−1 ≥ B−s#β−1B

− 1
2 = B−2s,

so that B = A2 follows, which is imposible in general.

3 Operator inequalities of Furuta type In this section, we discuss represen-

tations of Furuta type associtated with extensions of Ando-Hiai inequality obtained

in the preceding section. For convenience for readers, we cite the Furuta inequality

which is a remarkable and amazing extension of Löwner-Heinz inequality (LH) in

[?], [?] and [?], i.e., if A ≥ B ≥ 0, then Aα ≥ Bα for α ∈ [0, 1].

Furuta Inequality (FI)

If A ≥ B ≥ 0, then for each r ≥ 0,

(i) (B
r
2ApB

r
2 )

1
q ≥ (B

r
2BpB

r
2 )

1
q

and

(ii) (A
r
2BpA

r
2 )

1
q ≥ (A

r
2ApA

r
2 )

1
q

hold for p ≥ 0 and q ≥ 1 with (1 + r)q ≥
p+ r.

p

q

(0,−r)

(1, 1)

(1 + r)q = p+ r

q = p

(1, 0)

Related to Furuta inequality, see [2], [3], [6], [8], [9] and [18].
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Especially the optimal case (1+ r)q = p+ r is the most important, which is realized

as a beautiful formula by the use of the α-geometric mean:

If A ≥ B ≥ 0, then for each r ≥ 0

A−r # 1+r
p+r

Bp ≤ A

holds for p ≥ 1.

More precisely, the conclusion in above is improved by

A−r # 1+r
p+r

Bp ≤ B (≤ A)

holds for p ≥ 1, due to Kamei [12].

The following inequality is led by Lemma 2.1.

Theorem 3.1. If A ≥ B > 0, then

A−r� 1+r
p+r

Bp ≤ A

holds for p ≤ −1 and r ∈ [−1, 0].

Proof. As in the proof of Lemma 2.1, it says that if A−1�αB ≤ 1, then A−r�βB ≤ 1

for r ∈ [0, 1], where β = αr
αr+(1−α)

. Thus the assumption is that Cα ≤ A, where

C = A
1
2BA

1
2 . So we put B1 = Cα ≤ A, and moreover p = 1

α
, r1 = r − 1. Then

p ≤ −1 and r1 ∈ [−1, 0] and β = 1+r1
p+r1

. Moreover the conclusion is rephrased as

A−r+1�βC ≤ A, or A−r1� 1+r1
p+r1

B1
p ≤ A.

Now the Furuta inequality was generalized to so-called “grand Furuta inequality”

by the appearence of Ando-Hiai inequality, which is due to Furuta [10], see also [5] and

[6].

Grand Furuta inequality (GFI) If A ≥ B > 0 and t ∈ [0, 1], then

[A
r
2 (A− t

2BpA− t
2 )sA

r
2 ]

1−t+r
(p−t)s+r ≤ A1−t+r

holds for r ≥ t and p, s ≥ 1.

As a matter of fact, (GFI) interpolates (FI) with (AH), presicely
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6

(GFI) for t = 1, r = s ⇐⇒ (AH)

(GFI) for t = 0, (s = 1) ⇐⇒ (FI).

As well as (FI), (GFI) has also mean theoretic expression as follows:

If A ≥ B > 0 and t ∈ [0, 1], then

A−r+t # 1−t+r
(p−t)s+r

(At #s Bp) ≤ A

holds for r ≥ t and p, s ≥ 1.

In succession with the above discussion, Theorem 2.3 gives us the following inequality

of (GFI)-type.

Theorem 3.2. If A ≥ B > 0, then

A−r+1� r
r+(p−1)s

(A#sB
p) ≤ A

holds for p ≤ −1, r ∈ [0, 1] and s ∈ [−2r
p−1

, 1].

Proof. Theorem 2.3 says that if A−1�αB ≤ 1, then A−r�βB
s ≤ 1 for r ∈ [0, 1] and

s ∈ [−2αr
1−α

, 1], where β = αr
αr+(1−α)s

. So the assumption is that B1 = Cα ≤ A, where

C = A
1
2BA

1
2 . On the other hand, the conclusion is that, putting α = 1

p
,

1 ≥ A−r � αr
αr+(1−α)s

Bs = A−r � r
r+(p−1)s

(A− 1
2B1

pA− 1
2 )s

or equivalently

A ≥ A−r+1 � r
r+(p−1)s

(A#sB1
p).

Furthermore, from the viewpoint of (GFI), the following generalization is expected:

Conjecture 3.3. If A ≥ B > 0 and t ∈ [0, 1], then

A−r+t � 1−t+r
r+(p−t)s

(At#sB
p) ≤ A

holds for p ≤ −1, r ∈ [0, t] and s ∈ [−2r
p−t

, 1].

At present, we can prove it under a restriction:
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Theorem 3.2. If A ≥ B > 0, then

A−r+1� r
r+(p−1)s

(A#sB
p) ≤ A

holds for p ≤ −1, r ∈ [0, 1] and s ∈ [−2r
p−1

, 1].

Proof. Theorem 2.3 says that if A−1�αB ≤ 1, then A−r�βB
s ≤ 1 for r ∈ [0, 1] and

s ∈ [−2αr
1−α

, 1], where β = αr
αr+(1−α)s

. So the assumption is that B1 = Cα ≤ A, where

C = A
1
2BA

1
2 . On the other hand, the conclusion is that, putting α = 1

p
,

1 ≥ A−r � αr
αr+(1−α)s

Bs = A−r � r
r+(p−1)s

(A− 1
2B1

pA− 1
2 )s

or equivalently

A ≥ A−r+1 � r
r+(p−1)s

(A#sB1
p).

Furthermore, from the viewpoint of (GFI), the following generalization is expected:

Conjecture 3.3. If A ≥ B > 0 and t ∈ [0, 1], then

A−r+t � 1−t+r
r+(p−t)s

(At#sB
p) ≤ A

holds for p ≤ −1, r ∈ [0, t] and s ∈ [−2r
p−t

, 1].

At present, we can prove it under a restriction:
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Theorem 3.4. If A ≥ B > 0 and t ∈ [0, 1], then

A−r+t � 1−t+r
r+(p−t)s

(At#sB
p) ≤ A

holds for p ≤ −1, r ∈ [0, t] and s ∈ [max{ −t
p−t

, −2r−(1−t)
p−t

}, 1].

Proof. First of all, we note that −1 ≤ 1−t+r
r+(p−t)s

≤ 0. Hence we have

Ar−t #−(1−t+r)
r+(p−t)s

(A−t#sB
−p) ≤ Ar−t #−(1−t+r)

r+(p−t)s

B−(p−t)s−t ≤ A2(r−t)+1.

The second inequality in above is shown as follows: The exponent −(p− t)s− t of B

is nonnegative by −t
p−t

≤ s. Thus, if −(p− t)s− t ≤ 1, the second inequality holds.

On the other hand, if −(p− t)s− t ≥ 1, then the Furuta inequality assures that

(A
t−r
2 B(−p+t)s−tA

t−r
2 )

1−t+r
(−p+t)s−r ≤ A1−t+r,

or equivalently

Ar−t # 1−t+r
(−p+t)s−r

B(−p+t)s−t ≤ A2(r−t)+1.

Hence, noting that X�−qY = X(X−1�qY
−1)X, it follows that

A−r+t � 1−t+r
r+(p−t)s

(At#sB
p) = A−r+t{Ar−t#−(1−t+r)

r+(p−t)s

(A−t#sB
−p)}A−r+t

≤ A−r+tA2(r−t)+1A−r+t = A.

Remark. On γ = max{ −t
p−t

, −2r−(1−t)
p−t

} in the statement, γ = −2r−(1−t)
p−t

is equivalent

to the condition t− r ≤ 1
2
, which appears in Theorem 3.4.

The following two theorems show that Theorem 3.4 is true at the critical points

s = −t
p−t

, −2r−(1−t)
p−t

.

Theorem 3.5. If A ≥ B > 0 and t ∈ [0, 1], then

A−r+t � 1−t+r
r+(p−t)s

(At#sB
p) ≤ A

holds for p ≤ −1, r ∈ [0, t] and s = −2r−(1−t)
p−t

.

Proof. First of all, we note that 1−t+r
r+(p−t)s

= −1 and X�−1Y = XY −1X. Therefore

the conclusion is arranged as

A−r+t �−1 (At#sB
p) ≤ A,

EXTENSIONS OF ANDO-HIAI INEQUALITY WITH NEGATIVE POWER

EXTENSIONS OF ANDO-HIAI INEQUALITY WITH NEGATIVE POWER 217



8

A−r+t(A−t#sB
−p)A−r+t ≤ A

and so

A−t#sB
−p ≤ A1+2r−2t. (∗)

To prove this, we recall the Furuta inequality, i.e., if A ≥ B ≥ 0, then

(A
t
2BPA

t
2 )

1
q ≤ A

P+t
q

holds for t, P ≥ 0 and q ≥ 1 with (1 + t)q ≥ P + t. Taking P = −p and q = 1
s
, the

required condition (1 + t)q ≥ P + t is enjoyed and we obtain

(A
t
2B−pA

t
2 )s ≤ A1+2r−t,

which is equivalent to (*).

In succession to Theorem 3.5, the other case s = −t
p−t

can be proved:

Theorem 3.6. If A ≥ B > 0 and t ∈ [0, 1], then

A−r+t � 1−t+r
r+(p−t)s

(At#sB
p) ≤ A

holds for p ≤ −1, r ∈ [0, t] and s = −t
p−t

.

Since we have only to consider the case −t
p−t

< −2r−(1−t)
p−t

by the above theorems, that

is, 0 ≤ t− r < 1
2
can be assumed as cited in Remark of Theorem 3.4, we have

1− t+ r

r + (p− t)s
= 1− 1

t− r
< −1.

As a special case, we take t = 2
3
, r = 1

3
and p = −2. Then s = 1

4
and 1−t+r

r+(p−t)s
= −2.

Hence the statement in this case is arranged as follows:

If A ≥ B > 0, then

A
1
3 �−2(A

2
3# 1

4
B−2) ≤ A

holds? It is proved by using Furuta inequality twice: First of all, since A ≥ B > 0,

(FI) ensures that

(A
1
3B2A

1
3 )

5
8 ≤ A

5
3 .
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So we have

A
1
3 �−2(A

2
3# 1

4
B−2) = A

1
6 (A− 1

6 (A
2
3 # 1

4
B−2)A− 1

6 )−2A
1
6

= A
1
6 (A

1
6 (A− 2

3 # 1
4
B2)A

1
6 )2A

1
6

= A
1
6 (A− 1

3 # 1
4
A

1
6B2A

1
6 )2A

1
6

= A
1
6 (A− 1

6 (A
1
3B2A

1
3 )

1
4A− 1

6 )2A
1
6

= (A
1
3B2A

1
3 )

1
4A− 1

3 (A
1
3B2A

1
3 )

1
4

≤ (A
1
3B2A

1
3 )

1
2
− 1

8

≤ (A
1
3B2A

1
3 )

3
8

≤ A,

as desired.

To prove Theorem 3.6, we cite a lemma obtained by the Furuta inequality.

Lemma 3.7. If A ≥ B > 0, t ≥ 0 and p ≤ −1, then

(A
t
2B−pA

t
2 )

1+t
−p+t ≤ A1+t;

in particular, (A
t
2B−pA

t
2 )s ≤ At holds for s = t

−p+t
.

To show Theorem 3.6, we reformulate it as follows:

Theorem 3.8. If A ≥ B > 0, t ≥ c−1
c+1

for some c ≥ 2, 1 ≥ t > r ≥ 0 with

t− r = 1
c+1

and p ≤ −1, then

A
1

c+1 �−c (A
t#sB

p) ≤ A

holds for s = t
−p+t

.

Proof. Put α = t−r. Then α = 1
c+1

< 1
2
, c = 1−α

α
and the assumption t ≥ c−1

c+1
means

α(c − 1) ≤ t, which plays a role when we use the Löwner-Heinz inequality in the

below. We put X = A
t
2B−pA

t
2 and Y = A− r

2XsA− r
2 . Then A

1
c+1 �−c (At#sB

p) =

A
α
2 Y cA

α
2 , and X

s
t = X

1
−p+t ≤ A, in particular, Xs ≤ At and X

st�
t ≤ At� for

0 ≤ t� ≤ 1 + t by Lemma 3.7.

(1) First we suppose that 2n ≤ c < 2n + 1 for some n, i.e., c = 2n + � for some

� ∈ [0, 1). Since α(c−2) ≤ t−α = r by α(c−1) ≤ t, we have α� ≤ α(2(n−1)+�) =

α(c− 2) ≤ r and so

−1 ≤ α�− r

t
≤ α(2(n− k) + �)− r

t
≤ 0
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for k = 1, 2, · · · , n. Noting that 0 ≤ 2s+ [α(2(n− 1) + �)− r]

s

t
≤ 1+t

−p+t
by c−1

c+1
≤ 1,

it follows that

Y c = Y nY �Y n = Y n(A− r
2XsA− r

2 )�Y n

≤ Y n(A− r
2AtA− r

2 )�Y n = Y nAα�Y n by Xs ≤ At and (LH)

= Y n−1A− r
2XsAα�−rXsA− r

2Y n−1

≤ Y n−1A− r
2X2s+(α�−r) s

tA− r
2Y n−1 by Xs ≤ At,

α�− r

t
∈ [−1, 0]

≤ Y n−1A2t+α�−2rY n−1 by putting t� = 2t+ α�− r ≤ 1 + t

= Y n−1Aα(2+�)Y n−1

≤ Y n−2Aα(4+�)Y n−2

· · ·
≤ Y Aα(2(n−1)+�)Y

≤ Aα(2n+�)

= Aαc.

Hence we have

A
1

c+1 �−c (A
t#sB

p) = A
α
2 Y cA

α
2 ≤ Aαc+α = A,

as desired.

(2) Next we suppose that 2n + 1 ≤ c < 2n + 2 for some n, i.e., c = 2n + 1 + � for

some � ∈ [0, 1). For this case, we prepare the inequality

Y 1+� ≤ Aα(1+�).

It is proved as follows:

Y 1+� = (A− r
2XsA− r

2 )1+�

= A− r
2X

s
2 (X

s
2A−rX

s
2 )�X

s
2A− r

2

≤ A− r
2X

s
2 (X

s
2X− sr

t X
s
2 )�X

s
2A− r

2

= A− r
2Xs+(s− sr

t
)�A− r

2

≤ A− r
2At+α�A− r

2 = Aα(1+�).

Now, if n = 0, i.e., c = 1 + �, then

A
α
2 Y 1+�A

α
2 ≤ A

α
2 Aα(1+�)A

α
2 = Aα(2+�) = A.
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2 )1+�
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s
2A−rX
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2 )�X

s
2A− r

2
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2X
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2 (X

s
2X− sr

t X
s
2 )�X
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2
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)�A− r

2
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Next, if c = 2n+ 1 + � for some � ∈ [0, 1) with n �= 0, then

Y c = Y nY 1+�Y n ≤ Y nAα(1+�)Y n

= Y n−1A− r
2XsAα(1+�)−rXsA− r

2Y n−1

≤ Y n−1A− r
2X2s+(α(1+�)−r) s

tA− r
2Y n−1

≤ Y n−1A2t+α(1+�)−2rY n−1

= Y n−1Aα(3+�)Y n−1

≤ Y n−2Aα(5+�)Y n−2

· · ·
≤ Y Aα(2(n−1)+1+�)Y

≤ Aα(2n+1+�) = Aαc,

in which (−1 ≤ −r ≤) α(2(n − 1) + 1 + �) − r ≤ 0 is required in order to use the

Löwner-Heinz inequality. (Fortunately it is assured by the assumption t ≥ c−1
c+1

.)

Hence we have

A
1

c+1 �−c (A
t#sB

p) = A
α
2 Y cA

α
2 ≤ Aαc+α = A,

as desired.

4 Log-majorization In this section, we express operator inequalities obtained in

Section 2 as log-majorization inequalities.

Theorem 4.1. For α ∈ [−1, 0] and positive invertible operators A and B,

(A�αB)
rs

αr+(1−α)s �(log) A
r�βB

s

holds for r, s ∈ [0, 1], where β = αr
αr+(1−α)s

.

Theorem 4.2. For α ∈ [−1, 0] and positive invertible operators A and B,

(A�αB)
(1−t+r)s

αr+(1−αt)s �(log) A
r�βB

s

holds for r, s ∈ [0, 1], where β = α(1−t+r)
αr+(1−αt)s

.
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Abstract. The purpose of this study is to introduce and study the concept of bi-
isotonic spaces. In this study, we introduce the notion of the continuous map between
bi-isotonic spaces and give the characterizations of bi-isotonic maps. Moreover, we
explore the topological concepts of separation axioms in bi-isotonic spaces.

1 Introduction A topological structure on a set is not only defined by the axioms for
open sets but also by the collections of closed sets, neighborhood systems, closure operators
or interior operators, etc. For instance, Day [6] and Hausdorff [15] developed the topological
concepts from the notions of convergence, closure, and neighborhoods. Kuratowski [17]
brought a different approach to construct a topological structure on a non-empty set X by
defining closure operator cl : P (X) → P (X) (where P (X) is the power set of X) with the
following properties for all A,B ∈ P (X);

K0) cl (∅) = ∅ (grounded)

K1) A ⊆ B ⇒ cl (A) ⊆ cl (B) (Isotony)

K2) A ⊆ cl (A) (Expansive)

K3) cl (A ∪ B) = cl (A) ∪ cl (B) (Preservation of binary union)

K4) cl (cl (A)) = cl (A) (Idempotency).

In this way, the closure operator satisfying the aforementioned axioms allows to define
the topological space (X, cl) by taking closed sets as sets such as cl (A) = A. Moreover, Ku-
ratowski extended the topological spaces by removing the axiom cl (A ∪ B) ⊆ cl (A)∪cl (B)
and defined closure spaces. On the other hand, the approach of Ćech in the definition of
closure space excludes the idempotency axiom cl (cl (A)) = cl (A) [5]. In order to avoid
confusion on the term of closure space, the terms of Kuratowski closure space and Ćech
closure space can be seen in literature. Additionally, Gnilka [8], [9], [10] and Hammer
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by Habil and Elzenati [11], [12]. On the other hand, another essential construction in this
realm is Bitopological Spaces defined by Kelly [16]. There have been a number of longi-
tudinal studies involving bitopological spaces, Wilson [29], Weston [28], and Wiweger [30].
For instance, the separation axioms have been generalized in bitopological spaces and some
related characterizations have been given by Lane [18], Marin and Romaguera [19], Mur-
deshwar and Naimpally [20], Patty [21], Ravi and Thivagar [22], and Reilly [24]. T0-strongly
nodec space has been introduced by using the quotient map in [23]. The definitions and
relationships for pairwise T1, T2, T3, T3 1

2
and T4-spaces have been presented by Dvalishvili

[7]. A great deal of research has been conducted on the bitopological spaces, but few studies
have been carried out to discover the biclosure spaces [1]–[4] and to date, none has been
discussed bi-isotonic spaces.

2 Bi-Isotonic Spaces

Definition 2.1 A generalized bi-closure space is a triple (X, cl1, cl2) where the maps cl1 :
P (X) → P (X) and cl2 : P (X) → P (X) defined on the power set P (X) of a non-empty
set X are two closure operators [1].

If the closure operators cl1 : P (X) → P (X) and cl2 : P (X) → P (X) are isotonic operators
satisfying only the grounded and isotony axioms given by (K0) and (K1), respectively, then
the concepts to be studied will be more general than ones given in [1]-[4].

Definition 2.2 Let cl1 and cl2 be two isotonic operators on X, then the triple (X, cl1, cl2)
is called bi-isotonic space.

Definition 2.3 A subset A of a bi-isotonic space (X, cl1, cl2) is called closed if cl1cl2 (A) =
A. The complement of a closed set is called open.

Under the light of this definition, the following proposition is obvious.

Proposition 2.4 A subset A of a bi-isotonic space (X, cl1, cl2) is closed if and only if it is
a closed subset of (X, cl1) and (X, cl2).

In other words, the followings are equivalent in bi-isotonic space (X, cl1, cl2);

i) cl1cl2 (A) = A.

ii) cl1 (A) = A and cl2 (A) = A.

Example 2.5 Let us consider that

cl1 (A) =

⎧⎨
⎩

∅ ,
(−∞, a] ,

R,

A = ∅
supA = a
supA = ∞

and

cl2 (A) =

⎧⎨
⎩

∅ ,
[b,∞) ,

R,

A = ∅
inf A = b
inf A = −∞

be two operators on R then the bi-isotonic space (R, cl1, cl2) is a non-discrete space since
cl1 (cl2 (A)) = R or cl1 (cl2 (A)) = ∅ for all A ⊆ R.

A bi-isotonic space (X, cl1, cl2) is not needed to be a topological space since the finite
intersection of closed subsets is not need to be closed.
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Example 2.6 Let cl1 : P (X) → P (X) and cl2 : P (X) → P (X) be two maps on
X = {a, b, c} satisfying cl1 (∅) = ∅, cl1 ({b}) = {b}, cl1 ({c}) = {c}, cl1 ({a, b}) = {a, b},
cl1 ({b, c}) = {b, c}, cl1 (X) = cl1 ({a}) = cl1 ({a, c}) = X, and cl2 ({b}) = {b}, cl2 ({c}) =
{c}, cl2 (∅) = ∅, cl2 (X) = cl2 ({a}) = cl2 ({a, b}) = cl2 ({a, c}) = cl2 ({b, c}) = X.

In the bi-isotonic space (X, cl1, cl2) although the subsets {b} and {c} are closed, {b, c} is
not closed since cl1 ({b, c}) = {b, c} and cl2 ({b, c}) = X.

Proposition 2.7 Let (X, cl1, cl2) be a bi-isotonic space and A ⊆ X. Then

i) A is an open set if and only if A = X − cl1cl2 (X − A),

ii) If A is an open set and A ⊆ G then A ⊆ X − cl1cl2 (X − G).

Proof.

i) It is obvious from the definition of an open set in bi-isotonic space.

ii) Let A be open and A ⊆ G, then X − G ⊆ X − A. Thus, cl1 (cl2 (X − G)) ⊆
cl1 (cl2 (X − A)) since the isotonic operators cl1 and cl2 have the property (K1). It is
clear that X − cl1 (cl2 (X − A)) ⊆ X − cl1 (cl2 (X − G)) . The openness of A and the
first assertion completes the proof.

The duals of the isotonic operators cli on a bi-isotonic space (X, cl1, cl2) are defined by

inti : P (X) → P (X) , inti (A) = X − (cli (X − A))

and called interior operators. In that case, a subset A of a bi-isotonic space (X, cl1, cl2) is
open if X − A = cli (X − A) or int (A) = A for all i ∈ {1, 2}.

The neighborhood operators for x ∈ X are defined by

νi : X → P (P (X)) , νi (x) = {N ∈ P (X) : x ∈ inti (N)} .

Proposition 2.8 Let (X, cl1, cl2) be a bi-isotonic space and Y ⊆ X if clYi (A) = cli (A)∩Y
is satisfied for all A ⊆ Y and i ∈ {1, 2}, then the operators clYi : P (Y ) → P (Y ) are
isotonic.

Proof.Let us consider the subsets A, B ⊆ Y such that A ⊆ B. Then cli (A) ⊆ cli (B) for
each i ∈ {1, 2} since cli : P (X) → P (X) are isotonic. Thereby, cli (A) ∩ Y ⊆ cli (B) ∩ Y ,
that is, clYi (A) ⊆ clYi (B).

Definition 2.9 Let (X, cl1, cl2) be a bi-isotonic space and Y ⊆ X. A bi-isotonic space(
Y, clY1 , clY2

)
given with induced isotonic operators clY1 and clY2 is called a subspace of

(X, cl1, cl2).

Definition 2.10 If
(
Y, clY1 , clY2

)
is a subspace of a bi-isotonic space (X, cl1, cl2), then the

induced interior operators intY
i and induced neighborhood operators νY

i on
(
Y, clY1 , clY2

)
are

defined by
intY

i (A) = Y − clYi (Y − A) = Y ∩ inti (A ∪ (X − Y ))

and
νY

i (A) = {N ∩ Y : N ∈ νi (A)} ,

respectively, for any A ⊆ Y and i ∈ {1, 2}.
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Proposition 2.11 Let (X, cl1, cl2) be a bi-isotonic space, Y be a closed subset of X, and
A ⊆ Y . A is a closed subset of bi-isotonic space

(
Y, clY1 , clY2

)
if and only if A is a closed

subset of bi-isotonic space (X, cl1, cl2).

Proof.(⇒:) Let A be a closed subset in
(
Y, clY1 , clY2

)
. In that case, there are closed subsets

cli (A) in X for each i ∈ {1, 2} such that A = clYi (A) = cli (A)∩Y . Thus A ⊆ cli (A). Also
cli (A) ⊆ cli (Y ), i.e., cli (A) ⊆ cli (Y ) ∩ cli (A) since A ⊆ Y . The closedness of Y gives us
cli (A) ⊆ Y ∩ cli (A) = A. As a consequence A = cli (A) is found.

(⇐:) Let (X, cl1, cl2) be a bi-isotonic space, Y be a closed subset of X, and A ⊆ Y .
Assume that A is closed in (X, cl1, cl2), then cli (A) = A for each i ∈ {1, 2}. It is easily seen
that clY1 (A) = cli (A) ∩ Y = A ∩ Y = A. This means that A is closed in

(
Y, clY1 , clY2

)
.

Example 2.12 Let us consider the set X = {a, b, c} and the isotonic operators cl1 :
P (X) → P (X) and cl2 : P (X) → P (X), respectively, defined by
cl1 (X) = cl1 ({b, c}) = cl1 ({a, c}) = X, cl1 (∅) = ∅, cl1 ({a}) = {a}, cl1 ({b}) = {b},
cl1 ({c}) = {c}, cl1 ({a, b}) = {a, b} and cl2 (∅) = ∅, cl2 ({a}) = {a}, cl2 ({a, b}) =
{a, b}, cl2 (X) = cl2 ({c}) = cl2 ({b}) = cl2 ({a, c}) = cl2 ({b, c}) = X. If the subset
Y = {a, b} of X is considered, then the bi-isotonic subspace

(
Y, clY1 , clY2

)
is constructed

by the induced isotonic operators clY1 : P (Y ) → P (Y ) and clY2 : P (Y ) → P (Y ) such as
clY1 (Y ) = clY1 ({a, b}) = Y , clY1 (∅) = ∅, clY1 ({a}) = {a}, clY1 ({b}) = {b} and clY2 (∅) = ∅,
clY2 ({a}) = {a}, clY2 (Y ) = clY2 ({b}) = clY2 ({a, b}) = Y .

3 Bi-Continuous Maps in Bi-Isotonic Spaces

Definition 3.1 Let (X, cl1, cl2) and (Y, cl�1, cl�2) be generalized bi-closure spaces. If f :
(X, cli) → (Y, cl�i) continuous (open, closed or homeomorphism) then f : (X, cl1, cl2) →
(Y, cl�1, cl�2) is called i−continuous ( i−open, i−closed or i−homeomorphism).
Also, the map f is called bi-continuous if it is i−continuous map for each i ∈ {1, 2}.
Example 3.2 Let (X, cl1, cl2) and (Y, cl�1, cl�2) be generalized bi-closure spaces. The iden-
tity map I : (X, cl1, cl2) → (X, cl�1, cl�2) is bi-continuous if and only if the operator cli
is coarser than cl�i for each i ∈ {1, 2}, that is, cl�i (A) ⊆ cli (A) for all A ∈ P (X) and
i ∈ {1, 2}.
Definition 3.3 Let (X, cl) and

(
Y, cl�

)
be two spaces. A map f : X → Y is continuous if

and only if for f (cl (A)) ⊆ cl� (f (A)) all A ∈ P (X) [5].

Hence by considering the continuity of the maps f : (X, cli) → (Y, cl�i) for each i ∈ {1, 2}
the following proposition can be given.

Proposition 3.4 Let (X, cl1, cl2) and (Y, cl�1, cl�2) be two generalized bi-closure spaces. A
map f : (X, cl1, cl2) → (Y, cl�1, cl�2) is bi-continuous if and only if f (cli (A)) ⊆ cl�i (f (A))
for all A ∈ P (X) and i ∈ {1, 2}.
Proposition 3.5 Let (X, cl) and

(
Y, cl�

)
be two isotonic spaces. A map f : X → Y is

continuous if and only if cl
(
f−1 (B)

) ⊆ f−1
(
cl� (B)

)
for all B ∈ P (Y ) [27].

Thus the following proposition is obvious.

Proposition 3.6 Let (X, cl1, cl2) and (Y, cl�1, cl�2) be bi-isotonic spaces. A map f : (X, cl1, cl2) →
(Y, cl�1, cl�2) is bi-continuous if and only if cli

(
f−1 (B)

) ⊆ f−1 (cl�i (B)) for all B ∈ P (Y )
and i ∈ {1, 2}.
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Proposition 3.7 Let (X, cl1, cl2), (Y, cl�1, cl�2) and (Z, cl��1, cl��1) be bi-isotonic spaces. f :
X → Y and g : Y → Z are bi-continuous maps, then g ◦ f : X → Z is bi-continuous.

Proof.Consider a subset B ∈ P (Z), then cl�i
(
g−1 (B)

) ⊆ g−1 (cl��i (B)) for each i ∈ {1, 2}
since g is bi-continuous.
Also, cli

(
f−1

(
g−1 (B)

)) ⊆ f−1
(
cl�i

(
g−1 (B)

))
since g−1 (B) ∈ P (Y ) and f is a bi-

continuous map.
Moreover, f−1

(
cl�i

(
g−1 (B)

)) ⊆ f−1
(
g−1 (cl��i (B))

)
is satisfied. By these last two rela-

tions, we get cli
(
f−1

(
g−1 (B)

)) ⊆ f−1
(
g−1 (cl��i (B))

)
and this completes the proof.

Proposition 3.8 Let (X, cl1, cl2) and (X, cl�1, cl�2) be bi-isotonic spaces. Then the follow-
ing conditions (for bi-continuity) are equivalent:

i) f : (X, cl1, cl2) → (Y, cl�1, cl�2) is bi-continuous.

ii) f−1 (int�i (B)) ⊆ inti

(
f−1 (B)

)
for all B ∈ P (Y ) and i ∈ {1, 2}.

iii) f−1 (B) ∈ νi (x) provided B ∈ ν�
i (f (x)) for all B ∈ P (Y ) and i ∈ {1, 2}.

Proof.(i ⇒ ii) Let f be a bi-continuous map. There is the equality

f−1 (int�i (B)) = f−1 (Y − cl�i (Y − B))

for all B ∈ P (Y ) and i ∈ {1, 2} since cli
(
f−1 (B)

) ⊆ f−1 (cl�i (B)). Hence X−f−1 (cl�i (Y − B)) ⊆
X−cli

(
f−1 (Y − B)

)
. Also X−f−1 (cl�i (Y − B)) ⊆ inti

(
f−1 (B)

)
since X−cli

(
f−1 (Y − B)

)
=

inti

(
f−1 (B)

)
(ii ⇒ iii) Assume that f−1 (int�i (B)) ⊆ inti

(
f−1 (B)

)
for ∀B ∈ P (Y ) and B ∈ ν�

i (f (x)).
In that case, f (x) ∈ int�i (B). Hence x ∈ f−1 (int�i (B)) ⊆ inti

(
f−1 (B)

)
, that is, x ∈

inti

(
f−1 (B)

) ⇒ f−1 (B) ∈ νi (x).
(iii ⇒ i) Assume that f−1 (B) ∈ νi (x) when B ∈ ν�

i (f (x)) for ∀B ∈ P (Y ). If we
take x ∈ cli

(
f−1 (B)

)
, we find x ∈ X − inti

(
X − f−1 (B)

)
since cli

(
f−1 (B)

)
= X −

inti

(
X − f−1 (B)

)
. Hereby x /∈ inti

(
X − f−1 (B)

)
, i.e., X−f−1 (B) /∈ νi (x). So f−1 (B) ∈

νi (x) is obtained. Also by the hypothesis B ∈ ν�
i (f (x)), it is easy to derive (Y − B) /∈

ν�
i (f (x)) and we have f (x) /∈ int�i (Y − B). Thus x ∈ f−1 (cl�i (B)) because of f (x) ∈

Y − (int�i (Y − B)) = cl�i (B). Finally, we obtain cli
(
f−1 (B)

) ⊆ f−1 (cl�i (B)).

Definition 3.9 Let f : (X, cl1, cl2) → (Y, cl�1, cl�2) be a bijective map. If f is bi-continuous
and f−1 bi-continuous, then it is called bi-homeomorphism.

In our further discussion, we shall abbreviate “lower (upper) semicontinuous” to l.(u.)s.c.

Definition 3.10 Let (X, cl1, cl2) be a bi-isotonic space and (R, ω) be a usual topological
space. A function f : X → R is called

* cli−l.s.c. if and only if for any a ∈ R, the subset f−1 ((a,∞)) is open in the isotonic
space (X, cli),

* cli−u.s.c. if and only if for any a ∈ R the subset f−1 ((−∞, a)) is open in the isotonic
space (X, cli).

Proposition 3.11 Let (X, cl1, cl2), be a bi-isotonic space and (R, ω) be a usual topological
space. If a function f : X → R is
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Proposition 3.7 Let (X, cl1, cl2), (Y, cl�1, cl�2) and (Z, cl��1, cl��1) be bi-isotonic spaces. f :
X → Y and g : Y → Z are bi-continuous maps, then g ◦ f : X → Z is bi-continuous.

Proof.Consider a subset B ∈ P (Z), then cl�i
(
g−1 (B)

) ⊆ g−1 (cl��i (B)) for each i ∈ {1, 2}
since g is bi-continuous.
Also, cli

(
f−1

(
g−1 (B)

)) ⊆ f−1
(
cl�i

(
g−1 (B)

))
since g−1 (B) ∈ P (Y ) and f is a bi-

continuous map.
Moreover, f−1

(
cl�i

(
g−1 (B)

)) ⊆ f−1
(
g−1 (cl��i (B))

)
is satisfied. By these last two rela-

tions, we get cli
(
f−1

(
g−1 (B)

)) ⊆ f−1
(
g−1 (cl��i (B))

)
and this completes the proof.

Proposition 3.8 Let (X, cl1, cl2) and (X, cl�1, cl�2) be bi-isotonic spaces. Then the follow-
ing conditions (for bi-continuity) are equivalent:

i) f : (X, cl1, cl2) → (Y, cl�1, cl�2) is bi-continuous.

ii) f−1 (int�i (B)) ⊆ inti

(
f−1 (B)

)
for all B ∈ P (Y ) and i ∈ {1, 2}.

iii) f−1 (B) ∈ νi (x) provided B ∈ ν�
i (f (x)) for all B ∈ P (Y ) and i ∈ {1, 2}.

Proof.(i ⇒ ii) Let f be a bi-continuous map. There is the equality

f−1 (int�i (B)) = f−1 (Y − cl�i (Y − B))

for all B ∈ P (Y ) and i ∈ {1, 2} since cli
(
f−1 (B)

) ⊆ f−1 (cl�i (B)). Hence X−f−1 (cl�i (Y − B)) ⊆
X−cli

(
f−1 (Y − B)

)
. Also X−f−1 (cl�i (Y − B)) ⊆ inti

(
f−1 (B)

)
since X−cli

(
f−1 (Y − B)

)
=

inti

(
f−1 (B)

)
(ii ⇒ iii) Assume that f−1 (int�i (B)) ⊆ inti

(
f−1 (B)

)
for ∀B ∈ P (Y ) and B ∈ ν�

i (f (x)).
In that case, f (x) ∈ int�i (B). Hence x ∈ f−1 (int�i (B)) ⊆ inti

(
f−1 (B)

)
, that is, x ∈

inti

(
f−1 (B)

) ⇒ f−1 (B) ∈ νi (x).
(iii ⇒ i) Assume that f−1 (B) ∈ νi (x) when B ∈ ν�

i (f (x)) for ∀B ∈ P (Y ). If we
take x ∈ cli

(
f−1 (B)

)
, we find x ∈ X − inti

(
X − f−1 (B)

)
since cli

(
f−1 (B)

)
= X −

inti

(
X − f−1 (B)

)
. Hereby x /∈ inti

(
X − f−1 (B)

)
, i.e., X−f−1 (B) /∈ νi (x). So f−1 (B) ∈

νi (x) is obtained. Also by the hypothesis B ∈ ν�
i (f (x)), it is easy to derive (Y − B) /∈

ν�
i (f (x)) and we have f (x) /∈ int�i (Y − B). Thus x ∈ f−1 (cl�i (B)) because of f (x) ∈

Y − (int�i (Y − B)) = cl�i (B). Finally, we obtain cli
(
f−1 (B)

) ⊆ f−1 (cl�i (B)).

Definition 3.9 Let f : (X, cl1, cl2) → (Y, cl�1, cl�2) be a bijective map. If f is bi-continuous
and f−1 bi-continuous, then it is called bi-homeomorphism.

In our further discussion, we shall abbreviate “lower (upper) semicontinuous” to l.(u.)s.c.

Definition 3.10 Let (X, cl1, cl2) be a bi-isotonic space and (R, ω) be a usual topological
space. A function f : X → R is called

* cli−l.s.c. if and only if for any a ∈ R, the subset f−1 ((a,∞)) is open in the isotonic
space (X, cli),

* cli−u.s.c. if and only if for any a ∈ R the subset f−1 ((−∞, a)) is open in the isotonic
space (X, cli).

Proposition 3.11 Let (X, cl1, cl2), be a bi-isotonic space and (R, ω) be a usual topological
space. If a function f : X → R is
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* cli−l.s.c., then cli
(
f−1 ((−∞, a))

) ⊆ f−1 ((−∞, a]),

* cli−u.s.c., then cli
(
f−1 ((a,∞))

) ⊆ f−1 ([a,∞)) for any a ∈ R.

Proof.Let f : X → R be cli−l.s.c., then for a ∈ R, the subset f−1 ((a,∞)) is open in
the isotonic space (X, cli), then f−1 ((a,∞)) = inti

(
f−1 ((a,∞))

)
. On the other hand

f−1 ((a,∞)) ⊆ f−1 ([a,∞)) since (a,∞) ⊆ [a,∞). It is known that f is isotonic which
means that inti

(
f−1 ((a,∞))

) ⊆ inti

(
f−1 ([a,∞))

)
. From these relations, we getf−1 ((a,∞)) ⊆

inti

(
f−1 ([a,∞))

)
Hence, we obtain X − f−1 ((a,∞)) ⊇ X − inti

(
f−1 ([a,∞))

)
. As a con-

sequence
f−1 (R − (a,∞)) ⊇ cli

(
f−1 (R − [a,∞))

)

i.e., cli
(
f−1 ((−∞, a))

) ⊆ f−1 ((−∞, a]) is satisfied. The other case can be seen in a similar
manner.

Definition 3.12 Let (X, cl1, cl2) be a bi-isotonic space and (R, ω) be a usual topological
space. A function f : (X, cl1, cl2) → (R, ω) is called cliclj−l.u.s.c.if f is cli−l.s.c. and
clj−u.s.c.

Proposition 3.13 Let (X, cl1, cl2) be a bi-isotonic space, (R, ω) be a usual topological space
and (R, ω1, ω2) be a bitopological space where ω1 = {R, ∅} ∪ {(a,∞) : a ∈ R} is the right
ray topology and ω2 = {R, ∅} ∪ {(−∞, a) : a ∈ R} is the left ray topology on R. A function
f : (X, cl1, cl2) → (R, ω1, ω2) is bi-continuous if and only if f : (X, cl1, cl2) → (R, ω) is
cliclj−l.u.s.c. for each i, j ∈ {1, 2} such that i �= j.

Proof.We shall consider only the case with i = 1 and j = 2 since the other case can be
proved in a similar manner.

(⇒:) Assume that f : (X, cl1, cl2) → (R, ω1, ω2) is a bi-continuous function then there is
the relation cli

(
f−1 (B)

) ⊆ f−1 (clωi (B)) for any B ∈ P (R) and i ∈ {1, 2}. If we assume
B = (−∞, a) for any a ∈ R we see clω1 (B) = (−∞, a] with respect to right ray topology ω1.
Hence we get cl1

(
f−1 ((−∞, a))

) ⊆ f−1 ((−∞, a]) which means that f : (X, τ1, τ2) → (R, ω)
cl1− l.s.c. Similarly, if suppose B = (a,∞) for any a ∈ R, then the closure of B with respect
to right ray topology ω2 becomes clω2 (B) = [a,∞). So cl2

(
f−1 ((a,∞))

) ⊆ f−1 ([a,∞))
is obtained. This proves that the function f : (X, τ1, τ2) → (R, ω) is cl2−u.s.c. As a
consequence f : (X, τ1, τ2) → (R, ω) is cl1cl2−l.u.s.c.

(⇐:) Let f : (X, cl1, cl2) → (R, ω) be acl1cl2−l.u.s.c. function. This means that it is
cl1−l.s.c. and cl2− u.s.c. i.e., cl1

(
f−1 ((−∞, a))

) ⊆ f−1 ((−∞, a]) and cl2
(
f−1 ((a,∞))

) ⊆
f−1 ([a,∞)) is satisfied for all a ∈ R. If we take any ω1− open set B1 and ω2− open set B2 ,
then B1 = (a,∞) and B2 = (−∞, a) for any, a ∈ R we get cl1

(
f−1 (B2)

) ⊆ f−1 (clω1 (B2))
and. It is easily seen that f : (X, cli) → (R, ωi) is i−continuous for each i ∈ {1, 2}, that is,
the function f : (X, τ1, τ2) → (R, ω1, ω2) is bicontinuous.

4 Separation Axioms in Bi-Isotonic Spaces

Definition 4.1 A space (X, cl) is called T0−space if there Nx ∈ ν (x) such that y /∈ Nx or
there is Ny ∈ ν (y) such that x /∈ Ny for all distinct points x, y ∈ X [27].

Proposition 4.2 An isotonic space (X, cl) is a T0−space if and only if y /∈ cl ({x}) or
x /∈ cl ({y}) for all distinct points x, y ∈ X [27].

Definition 4.3 A generalized bi-closure (X, cl1, cl2) is called pairwise T0−space if there is
Nx ∈ ν1 (x) such that y /∈ Nx or there is Ny ∈ ν2 (y) such that x /∈ Ny for all distinct points
x, y ∈ X.
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Proposition 4.4 A bi-isotonic space (X, cl1, cl2) is a pairwise T0−space if and only if
y /∈ cl1 ({x}) or x /∈ cl2 ({y}) for all distinct points x, y ∈ X.

Proof.Proposition 4.2 and Definition 4.3 require that there is require that there is Nx ∈ ν1 (x)
such that y /∈ Nx iff y /∈ cl1 ({x}) for all distinct points x, y ∈ X. Similarly Ny ∈ ν2 (y)
such that x /∈ Ny iff x /∈ Ny. These complete the proof.

Definition 4.5 A generalized bi-closure space (X, cl1, cl2) is called

* pairwise S T1−space if there is Nx ∈ ν1 (x) such that y /∈ Nx and there is Ny ∈ ν2 (y)
such that x /∈ Ny for all distinct points x, y ∈ X,

* pairwise R T1−space if (X, cl1) and (X, cl2) are both T1−spaces.

Proposition 4.6 An isotonic space (X, cl) is T1−space iff cl ({x}) ⊆ {x} for all x ∈ X
[27].

Proposition 4.7 If a bi-isotonic space (X, cl1, cl2) is a pairwise R T1−space then it is
pairwise S T1−space.

Proof.Let bi-isotonic space (X, cl1, cl2) be a pairwise R T1−space. Then from Proposition
4.7 cl1 ({x}) ⊆ {x} and cl2 ({y}) ⊆ {y} for x �= y, x, y ∈ X since the isotonic spaces (X, cl1)
and (X, cl2) are T1− spaces. Hence X−{x} ⊆ int1 (X − {x}) and X−{y} ⊆ int2 (X − {y}).
It is easily seen y ∈ X − {x} ⊆ int1 (X − {x}) from y ∈ X − {x} and x /∈ X − {x} because
x �= y. So we find X − {x} ∈ ν1 (y). Similarly x ∈ int2 (X − {y}) which means that
X − {y} ∈ ν2 (x). As a consequence, the bi-isotonic space X is pairwise S T1−space.

Definition 4.8 A generalized bi-closure space (X, cl1, cl2) is called pairwise Hausdorff space,
if there are U ∈ ν1 (x) and V ∈ ν2 (y) such that U ∩ V = ∅ for all distinct points x, y ∈ X.

Proposition 4.9 A bi-isotonic space (X, cl1, cl2) is pairwise Hausdorff space if and only if
there is U ∈ ν2 (x) such that y /∈ cl1 (U) or there is V ∈ ν1 (y) such that x /∈ cl2 (V ) for all
distinct points x, y ∈ X.

Proof.
(⇒:) Let bi-isotonic space (X, cl1, cl2) be pairwise Hausdorff. Then there are U ∈ ν1 (x)

and U ∈ ν2 (x) such that U ∩V = ∅ Hence y ∈ int1 (V ), i.e., y /∈ X − int1 (V ) = cl1 (X − V )
since V ∈ ν1 (y). Also cl1 (U) ⊆ cl1 (X − V ) because cl1 is the isotonic operator and
U ⊆ X −V . So there is U ∈ ν2 (x) such that y /∈ cl1 (U). Similarly, there is V ∈ ν1 (y) such
that x /∈ cl2 (V ).

(⇐:) Suppose that there is U ∈ ν2 (x) such that y /∈ cl1 (U) for all distinct points
x, y ∈ X. Then y ∈ X − cl1 (U) = int1 (X − U) and this means that X − U ∈ ν1 (y). If we
call X − U = V we find V ∈ ν1 (y) and U ∈ ν2 (x) satisfying U ∩ V = ∅. As a consequence
X becomes a pairwise Hausdorff space.

Proposition 4.10 If bi-isotonic space (X, cl1, cl2) is a pairwise Hausdorff space then (X, cl1)
and (X, cl2) are T1−spaces.

Proof.Let bi-isotonic space (X, cl1, cl2) be pairwise Hausdorff. x /∈ {y} for all x, y ∈ X
such that x �= y. Moreover x ∈ int1 (U) since there are U ∈ ν1 (x) and V ∈ ν2 (y) such
that U ∩ V = ∅. Form here x /∈ X − int1 (U) = cl1 (X − U). Also cl1 (V ) ⊆ cl1 (X − U)
is satisfied since V ⊆ X − U . Accordingly we obtain x /∈ cl1 (V ). On the other hand
cl1 {y} ⊆ cl1 (V ), because of {y} ⊆ V and cl1 is an isotonic operator. In conclusion we get
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Proposition 4.4 A bi-isotonic space (X, cl1, cl2) is a pairwise T0−space if and only if
y /∈ cl1 ({x}) or x /∈ cl2 ({y}) for all distinct points x, y ∈ X.

Proof.Proposition 4.2 and Definition 4.3 require that there is require that there is Nx ∈ ν1 (x)
such that y /∈ Nx iff y /∈ cl1 ({x}) for all distinct points x, y ∈ X. Similarly Ny ∈ ν2 (y)
such that x /∈ Ny iff x /∈ Ny. These complete the proof.

Definition 4.5 A generalized bi-closure space (X, cl1, cl2) is called

* pairwise S T1−space if there is Nx ∈ ν1 (x) such that y /∈ Nx and there is Ny ∈ ν2 (y)
such that x /∈ Ny for all distinct points x, y ∈ X,

* pairwise R T1−space if (X, cl1) and (X, cl2) are both T1−spaces.

Proposition 4.6 An isotonic space (X, cl) is T1−space iff cl ({x}) ⊆ {x} for all x ∈ X
[27].

Proposition 4.7 If a bi-isotonic space (X, cl1, cl2) is a pairwise R T1−space then it is
pairwise S T1−space.

Proof.Let bi-isotonic space (X, cl1, cl2) be a pairwise R T1−space. Then from Proposition
4.7 cl1 ({x}) ⊆ {x} and cl2 ({y}) ⊆ {y} for x �= y, x, y ∈ X since the isotonic spaces (X, cl1)
and (X, cl2) are T1− spaces. Hence X−{x} ⊆ int1 (X − {x}) and X−{y} ⊆ int2 (X − {y}).
It is easily seen y ∈ X − {x} ⊆ int1 (X − {x}) from y ∈ X − {x} and x /∈ X − {x} because
x �= y. So we find X − {x} ∈ ν1 (y). Similarly x ∈ int2 (X − {y}) which means that
X − {y} ∈ ν2 (x). As a consequence, the bi-isotonic space X is pairwise S T1−space.

Definition 4.8 A generalized bi-closure space (X, cl1, cl2) is called pairwise Hausdorff space,
if there are U ∈ ν1 (x) and V ∈ ν2 (y) such that U ∩ V = ∅ for all distinct points x, y ∈ X.

Proposition 4.9 A bi-isotonic space (X, cl1, cl2) is pairwise Hausdorff space if and only if
there is U ∈ ν2 (x) such that y /∈ cl1 (U) or there is V ∈ ν1 (y) such that x /∈ cl2 (V ) for all
distinct points x, y ∈ X.

Proof.
(⇒:) Let bi-isotonic space (X, cl1, cl2) be pairwise Hausdorff. Then there are U ∈ ν1 (x)

and U ∈ ν2 (x) such that U ∩V = ∅ Hence y ∈ int1 (V ), i.e., y /∈ X − int1 (V ) = cl1 (X − V )
since V ∈ ν1 (y). Also cl1 (U) ⊆ cl1 (X − V ) because cl1 is the isotonic operator and
U ⊆ X −V . So there is U ∈ ν2 (x) such that y /∈ cl1 (U). Similarly, there is V ∈ ν1 (y) such
that x /∈ cl2 (V ).

(⇐:) Suppose that there is U ∈ ν2 (x) such that y /∈ cl1 (U) for all distinct points
x, y ∈ X. Then y ∈ X − cl1 (U) = int1 (X − U) and this means that X − U ∈ ν1 (y). If we
call X − U = V we find V ∈ ν1 (y) and U ∈ ν2 (x) satisfying U ∩ V = ∅. As a consequence
X becomes a pairwise Hausdorff space.

Proposition 4.10 If bi-isotonic space (X, cl1, cl2) is a pairwise Hausdorff space then (X, cl1)
and (X, cl2) are T1−spaces.

Proof.Let bi-isotonic space (X, cl1, cl2) be pairwise Hausdorff. x /∈ {y} for all x, y ∈ X
such that x �= y. Moreover x ∈ int1 (U) since there are U ∈ ν1 (x) and V ∈ ν2 (y) such
that U ∩ V = ∅. Form here x /∈ X − int1 (U) = cl1 (X − U). Also cl1 (V ) ⊆ cl1 (X − U)
is satisfied since V ⊆ X − U . Accordingly we obtain x /∈ cl1 (V ). On the other hand
cl1 {y} ⊆ cl1 (V ), because of {y} ⊆ V and cl1 is an isotonic operator. In conclusion we get
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x /∈ cl1 {y}, i.e. cl1 {y} ⊆ {y} which means that (X, cl1) is a T1−space. Similarly it can be
proved that (X, cl2) is a T1−space, too.

If we consider this last proposition associated with Definition 4.5 and Proposition 4.10,
we can give the following result.

Corollary 4.11 Each pairwise Hausdorff bi-isotonic space is a pairwise R T1−space, thereby
a S T1−space.

Definition 4.12 A bi-isotonic space (X, cl1, cl2) is a pairwise T2 1
2
−space if there are U ∈

ν1 (x) and V ∈ ν2 (y) such that cl1 (U) ∩ cl2 (V ) = ∅ for all distinct points x, y ∈ X.

Definition 4.13 Let (X, cl1, cl2) be a generalized bi-closure space. It is said that (X, cl1) is
regular with respect to (X, cl2) if there are U ∈ ν1 (x) and V ∈ ν2 (F ) such that U ∩ V = ∅
for all x ∈ X and F ⊆ X where x /∈ cl1 (F ).

If (X, cl1) is regular with respect to (X, cl2) and (X, cl2) is regular with respect to (X, cl1)
then (X, cl1, cl2) is called pairwise regular.

Proposition 4.14 Let (X, cl1, cl2) be a bi-isotonic space. The isotonic space (X, cl1) is
regular with respect to the isotonic space (X, cl2) if and only if there is a U ∈ ν1 (x) such
that cl2 (U) ⊆ N for all neighborhood N ∈ ν1 (x) of each x ∈ X.

Proof.
(⇒:) Let (X, cl1) be regular with respect to the isotonic space (X, cl2), then there are

U ∈ ν1 (x) and V ∈ ν2 (F ) such that U ∩V = ∅ for all x ∈ X and F ⊆ X where x /∈ cl1 (F ).
Consider any x ∈ X and N ∈ ν1 (x). In that case x /∈ X − int1 (N) = cl1 (X − N)
since x ∈ int1 (N). So there is a V ∈ ν2 (X − N) such that U ∩ V = ∅. Moreover,
X − cl2 (U) ⊇ X − cl2 (X − V ) = int2 (V ) because of cl2 (U) ⊆ cl2 (X − V ). We get
X −N ⊆ int2 (V ) ⊆ X − cl2 (U) since V ∈ ν2 (X − N) and F ∈ int2 (V ). Finally there is a
U ∈ ν1 (x) such that cl2 (U) ⊆ N .

(⇐:) Assume that there is a U ∈ ν1 (x) such that cl2 (U) ⊆ N for all neighborhood
N ∈ ν1 (x) and consider a subset F ⊆ X such that x /∈ cl1 (F ) for any x ∈ X. At that time
x ∈ X − cl1 (F ) = int1 (X − F ). Hence X − F ∈ ν1 (x). Under the assumption there is a
U ∈ ν1 (x) such that cl2 (U) ⊆ X − F . Then F ⊆ X − cl2 (U). If we call X − cl2 (U) = V ,
then there are U ∈ ν1 (x) and V ∈ ν2 (F ) such that U ∩V = ∅ and this completes the proof.

The following result can be given from Definition 4.13 and Proposition 4.14.

Corollary 4.15 A bi-isotonic space (X, cl1, cl2) is a pairwise regular if and only if there
is U ∈ ν1 (x) such that cl2 (U) ⊆ N ′ for all N ′ ∈ ν1 (x) and there is V ∈ ν2 (x) such that
cl1 (V ) ⊆ N ′′ for all N ′′ ∈ ν2 (x).

Definition 4.16 A bi-isotonic space (X, cl1, cl2) is called pairwise T3−space if it is both
pairwise regular and pairwise R T1−space.

Proposition 4.17 If a bi-isotonic space (X, cl1, cl2) is a pairwise T3−space then it is pair-
wise Hausdorff space.

Proof.Let (X, cl1, cl2) be a pairwise T3−space. Then cl2 ({y}) ⊆ {y} is satisfied for all y ∈ X
since it is pairwise R T1−space. From here X − {y} ∈ ν2 (x) for any x ∈ X − {y} since
X − {y} ⊆ int2 (X − {y}).
On the other hand there is cl1 (V ) ⊆ X − {y} such that V ∈ ν2 (x) for X − {y} ∈ ν2 (x)
since (X, cl1, cl2) is pairwise regular. So we find a V ∈ ν2 (x) such that y /∈ cl1 (V ) and say
X is pairwise Hausdorff space by Proposition 4.9.
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Definition 4.18 Let (X, cl1, cl2) be a bi-isotonic space and A,B ⊂ X. If there is a
cliclj−l.u.s.c. function f : (X, cl1, cl2) → (R, ω) such that f (A) = 0 and f (B) = 1,
then A is called (i, j)−completely separated from B.

Definition 4.19 A bi-isotonic space (X, cl1, cl2) is called

* (i, j)−completely regular if every closed F is (i, j)−completely separated from each
point x /∈ F .

* pairwise completely regular if it is both (1, 2)−completely regular and (2, 1)−completely
regular.

* pairwise T3 1
2
−space if it is both pairwise completely regular and pairwise R T1−space.

Proposition 4.20 If a bi-isotonic space (X, cl1, cl2) is pairwise completely regular then it
is pairwise regular.

Proof.Let (X, cl1, cl2) be a pairwise completely regular bi-isotonic space. Consider any
closed subset F and any point x such that x /∈ F There is a cliclj−l.u.s.c. function
f : (X, cl1, cl2) → (R, ω) such that f (x) = 0 and f (F ) = 1. This means that the function
f : (X, cl1, cl2) → (R, ω1, ω2) is bi-continuous. On the other hand there are ω−open neigh-
borhoods U and V of the points 0 and 1, respectively, such that U ∩ V = ∅ since the usual
topological space (R, ω) is Hausdorff. In that case cli

(
f−1 (U)

) ⊆ f−1 (clωi (U)), that is,
f−1 (0) = x ∈ f−1 (intωi (U)) ⊆ inti

(
f−1 (U)

)
. From here we can say that f−1 (U) ∈ νi (x).

Analogously f−1 (V ) ∈ Nj

(
f−1 (1)

)
= Nj (F ). As a consequence we obtain the subsets

f−1 (U) ∈ νi (x) and f−1 (V ) ∈ Nj (F ) such that f−1 (U) ∩ f−1 (V ) = ∅ and this is suffi-
cient to say (X, cl1, cl2) is a pairwise regular bi-isotonic space.

If we consider the last proposition and the definitions of pairwise T3 1
2
−space and pairwise

T3−space, then we can give the following corollary.

Corollary 4.21 If a bi-isotonic space (X, cl1, cl2) is a pairwise T3 1
2
−space then it is T3−space.

Definition 4.22 Let (X, cl1, cl2) be a bi-isotonic space.
(TN) X is called pairwise t-normal, if there are U ∈ ν1 (F ) and V ∈ ν2 (K) such that

U ∩ V = ∅ for all disjoint closed subsets F,K ⊆ X.
(QN) X is called pairwise quasi-normal, if there are U ∈ ν1 (F ) and V ∈ ν2 (K) such

that U ∩ V = ∅ for all subsets F,K ⊆ X such that cl1 (F ) ∩ cl2 (K) = ∅.
(N) X is called pairwise normal, if there are U ∈ ν1 (cl1 (F )) and V ∈ ν2 (cl2 (K)) such

that cl1 (F ) ∩ cl2 (K) = ∅.

It is easy to prove following proposition if we consider Definition 4.22 associated with the
definition of closed sets in bi-isotonic spaces.

Proposition 4.23 Let (X, cl1, cl2) be a bi-isotonic space.

* (N)⇒(TN).

* (QN)⇒(TN).

Definition 4.24 A bi-isotonic space (X, cl1, cl2) is called T4−space if it is both pairwise
quasi-normal and pairwise R T1−space.

So the following proposition can be seen easily.
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Definition 4.18 Let (X, cl1, cl2) be a bi-isotonic space and A,B ⊂ X. If there is a
cliclj−l.u.s.c. function f : (X, cl1, cl2) → (R, ω) such that f (A) = 0 and f (B) = 1,
then A is called (i, j)−completely separated from B.

Definition 4.19 A bi-isotonic space (X, cl1, cl2) is called

* (i, j)−completely regular if every closed F is (i, j)−completely separated from each
point x /∈ F .

* pairwise completely regular if it is both (1, 2)−completely regular and (2, 1)−completely
regular.

* pairwise T3 1
2
−space if it is both pairwise completely regular and pairwise R T1−space.

Proposition 4.20 If a bi-isotonic space (X, cl1, cl2) is pairwise completely regular then it
is pairwise regular.

Proof.Let (X, cl1, cl2) be a pairwise completely regular bi-isotonic space. Consider any
closed subset F and any point x such that x /∈ F There is a cliclj−l.u.s.c. function
f : (X, cl1, cl2) → (R, ω) such that f (x) = 0 and f (F ) = 1. This means that the function
f : (X, cl1, cl2) → (R, ω1, ω2) is bi-continuous. On the other hand there are ω−open neigh-
borhoods U and V of the points 0 and 1, respectively, such that U ∩ V = ∅ since the usual
topological space (R, ω) is Hausdorff. In that case cli

(
f−1 (U)

) ⊆ f−1 (clωi (U)), that is,
f−1 (0) = x ∈ f−1 (intωi (U)) ⊆ inti

(
f−1 (U)

)
. From here we can say that f−1 (U) ∈ νi (x).

Analogously f−1 (V ) ∈ Nj

(
f−1 (1)

)
= Nj (F ). As a consequence we obtain the subsets

f−1 (U) ∈ νi (x) and f−1 (V ) ∈ Nj (F ) such that f−1 (U) ∩ f−1 (V ) = ∅ and this is suffi-
cient to say (X, cl1, cl2) is a pairwise regular bi-isotonic space.

If we consider the last proposition and the definitions of pairwise T3 1
2
−space and pairwise

T3−space, then we can give the following corollary.

Corollary 4.21 If a bi-isotonic space (X, cl1, cl2) is a pairwise T3 1
2
−space then it is T3−space.

Definition 4.22 Let (X, cl1, cl2) be a bi-isotonic space.
(TN) X is called pairwise t-normal, if there are U ∈ ν1 (F ) and V ∈ ν2 (K) such that

U ∩ V = ∅ for all disjoint closed subsets F,K ⊆ X.
(QN) X is called pairwise quasi-normal, if there are U ∈ ν1 (F ) and V ∈ ν2 (K) such

that U ∩ V = ∅ for all subsets F,K ⊆ X such that cl1 (F ) ∩ cl2 (K) = ∅.
(N) X is called pairwise normal, if there are U ∈ ν1 (cl1 (F )) and V ∈ ν2 (cl2 (K)) such

that cl1 (F ) ∩ cl2 (K) = ∅.

It is easy to prove following proposition if we consider Definition 4.22 associated with the
definition of closed sets in bi-isotonic spaces.

Proposition 4.23 Let (X, cl1, cl2) be a bi-isotonic space.

* (N)⇒(TN).

* (QN)⇒(TN).

Definition 4.24 A bi-isotonic space (X, cl1, cl2) is called T4−space if it is both pairwise
quasi-normal and pairwise R T1−space.

So the following proposition can be seen easily.
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Proposition 4.25 If (X, cl1, cl2) is a pairwise T4−bi-isotonic space then it is pairwise
T3 1

2
−space.

Definition 4.26 Let (X, cl1, cl2) be a bi-isotonic space. The subsets A,B ⊆ X are said to
be semi- disjoint if cl1 (A) ∩ B = A ∩ cl2 (B) = ∅.
Definition 4.27 A bi-isotonic space (X, cl1, cl2) is called

* pairwise completely normal if there are U ∈ ν1 (A) and V ∈ ν2 (B) such that U∩V = ∅
for all semi-disjoint subsets A, B ⊆ X,

* T5−space if it is both pairwise completely normal and R T1−space.

Proposition 4.28 The properties of pairwise T0, R T1, S T1, Hausdorff, T2 1
2
, regular,

T3, completely regular, T3 1
2
, t-normal, quasi-normal, normal, T4, completely normal and

T5−spaces in bi-isotonic spaces are topological properties.

Proof.Let (X, cl1, cl2) and (Y, cl�1, cl�2) be two bi-isotonic spaces and f : X → Y be a
bi-homeomorphism.

* Let X be a pairwise T0−space. Consider any distinct points x�, y� ∈ Y , then f−1 (x�) �=
f−1 (y�). From here f−1 (y�) /∈ cl1

({
f−1 (x�)

})
f−1 (x�) /∈ cl2

({
f−1 (y�)

})
. This

gives us y� = f
(
f−1 (y�)

)
/∈ f

(
cl1

({
f−1 (x�)

})) ⊆ cl�1
(
f
({

f−1 (x�)
}))

= cl�1 ({x�})
or x� = f

(
f−1 (x�)

)
/∈ f

(
cl2

({
f−1 (y�)

})) ⊆ cl�2
(
f
({

f−1 (y�)
}))

= cl�2 ({y�}). That
is (Y, cl�1, cl�2) is a pairwise T0−space.

* Let X be a pairwise R T1−space. Consider any x� ∈ Y , then there is a point f−1 (x�) =
x ∈ X. cli ({x}) ⊆ {x} is satisfied in (X, cli) for each i ∈ {1, 2} since the isotonic
spaces (X, cl1) and (X, cl2) are both T1−spaces. Moreover f (cli (A)) = cl�i (f (A)) for
all A ∈ P (X) because of the functions f : (X, cli) → (Y, cl�i) are i−homeomorphisms
for each her i ∈ {1, 2}. Thus,

cl�1 (x�) = cl�1 (f ({x})) =f (cl1 ({x})) ⊆ f (x) = {x�}
and

cl�2 (x�) = cl�2 (f ({x})) =f (cl2 ({x})) ⊆ f (x) = {x�}
is satisfied. This means that (Y, cl�1) and (Y, cl�2) are T1−spaces. Consequently, the
bi-isotonic space (Y, cl�1, cl�2) is a pairwise R T1−space.

* Let X be a pairwise S T1−space. Consider any distinct points x�, y� ∈ Y , then there
are points f−1 (x�) = x and f−1 (y�) = y in X such that x �= y. Hence there are
Nx ∈ ν1 (x) and Ny ∈ ν2 (y) such that x /∈ Ny and y /∈ Nx. If A ∈ νi (x) then
f (A) ∈ ν�

i (f (x)) for all ∀A ∈ P (X) since the functions f : (X, cli) → (Y, cl�i) are
i−homeomorphisms for each i ∈ {1, 2}. In this way, there are f (Nx) ∈ ν�

1 (x�) and
f (Ny) ∈ ν�

2 (y�) such that x� /∈ f (Ny) and y� /∈ f (Nx). This completes the proof.

* Let X be a pairwise Hausdorff space. Consider any distinct points x�, y� ∈ Y , then
there are points f−1 (x�) = x and f−1 (y�) = y in X such that x �= y. So, there
is U ∈ ν2 (x) such that y /∈ cl1 (U) or there is V ∈ ν1 (y) such that x /∈ cl2 (V ).
On the other hand f (cli (A)) ⊆ cl�i (f (A)) for all A ∈ P (X) and i ∈ {1, 2}. In
this case, there is f (U) ∈ ν�

2 (x�) such that y� /∈ f (cl1 (U)) ⊆ cl�1 (f (U)) or there
is f (V ) ∈ ν�

1 (y�) such that x� /∈ f (cl2 (V )) ⊆ cl�2 (f (V )). This means that the
bi-isotonic space (Y, cl�1, cl�2) is a pairwise Hausdorff space.
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* Let X be a pairwise T2 1
2
−space and x�, y� ∈ Y such that x� �= y�, then there are points

f−1 (x�) = x and f−1 (y�) = y in X such that x �= y. So, there are U ∈ ν1 (x) and
V ∈ ν2 (y) such that cl1 (U) ∩ cl2 (V ) = ∅. Also

f (cl1 (U) ∩ cl2 (V )) = f (cl1 (U)) ∩ f (cl2 (V ))

and
f (cl1 (U)) ∩ f (cl2 (V )) = cl�1 (f (U)) ∩ cl�2 (f (V ))

are satisfied since the functions f : (X, cli) → (Y, cl�i) are i−homeomorphisms for
all i ∈ {1, 2}. Moreover, f (A) ∈ ν�

i (f (x)), provided that A ∈ νi (x) for ∀A ∈
P (X). Hence, there are f (U) ∈ ν�

1 (x�) and f (V ) ∈ ν�
2 (y�) such that cl�1 (f (U)) ∩

cl�2 (f (V )) = ∅. From here (Y, cl�1, cl�2) is a pairwise T2 1
2
−space.

* Let X be a pairwise regular. Consider any x� ∈ Y , then f−1 (x�) = x ∈ X and there
is U ∈ ν1 (x) such that cl2 (U) ⊆ N � for all N � ∈ ν1 (x) and there is V ∈ ν2 (x) such
that cl1 (V ) ⊆ N �� for all N �� ∈ ν2 (x).

* Let X be a pairwise T3−space. Then it is pairwise regular and pairwise R T1−space.
The aforementioned proposition requires that (Y, cl’1, cl’2) is pairwise regular and
pairwiseR T1−space. Thus, Y is a pairwise T3−space, too.

* Let X be a pairwise completely regular space. Consider any cl’1cl’2−closed subset
F � ⊂ Y and any point x� ∈ Y such that x� /∈ F �. Then there is cl1cl2−closed subset
f−1 (F �) = F ⊂ X and a point x ∈ X such that x /∈ F since f : X → Y is a bi-
homeomorphism. There is a cliclj−l.u.s.c. a function g : (X, cl1, cl2) → (R, ω) such
that g (x) = 0 and g (F ) = 1 because X is pairwise completely regular space. From
here g : (X, cl1, cl2) → (R, ω1, ω2) is a bi-continuous function.

(X, cl1, cl2)
g−→ (R, ω1, ω2)

f � � g ◦ f−1

(Y, cl’1, cl’2)

This diagram indicates that the function g ◦ f−1 : (Y, cl’1, cl’2) → (R, ω1, ω2) is bi-
continuous and so g ◦ f−1 : (Y, cl’1, cl’2) → (R, ω) is a cl’icl’j−l.u.s.c. function. Also
g (x) = g

(
f−1 (x�)

)
= g ◦f−1 (x�) = 0 and g (F ) = g

(
f−1 (F �)

)
= g ◦f−1 (F �) = 1 are

satisfied. That is cl’1cl’2− closed subsetF �of bi-isotonic space (Y, cl’1, cl’2) is (1, 2) and
(2, 1)−completely separated from each point x� /∈ F � and this completes the proof.

* Let X be a pairwise T3 1
2
−space. In this case, (X, cl1, cl2) is both pairwise completely

regular and pairwise R T1−space. So, (Y, cl’1, cl’2) is pairwise completely regular and
pairwise R T1−space, too. Thus the bi-isotonic space Y is a pairwise T3 1

2
−space.

* Let X be a pairwise t-normal bi-isotonic space. Let us take two separated closed
subsets F � and K � in Y . Then f−1 (F �) = F and f−1 (K �) = K are disjoint closed
subsets of X. There are U ∈ ν1 (F ) and V ∈ ν2 (K) such that U ∩V = ∅ since X is a
pairwise t-normal space. From Proposition 3.8, we see that there are f (U) ∈ N �

1 (F �)
and f (V ) ∈ N �

2 (K �) such that f (U) ∩ f (V ) = ∅. Consequently, Y is a pairwise
t-normal bi-isotonic space.

* Let (X, cl1, cl2) be a pairwise quasi-normal bi-isotonic space. Consider two non-
empty subsets F � and K � of Y such that cl’1 (F �) ∩ cl’2 (K �) = ∅. It is easily seen
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* Let X be a pairwise T2 1
2
−space and x�, y� ∈ Y such that x� �= y�, then there are points

f−1 (x�) = x and f−1 (y�) = y in X such that x �= y. So, there are U ∈ ν1 (x) and
V ∈ ν2 (y) such that cl1 (U) ∩ cl2 (V ) = ∅. Also

f (cl1 (U) ∩ cl2 (V )) = f (cl1 (U)) ∩ f (cl2 (V ))

and
f (cl1 (U)) ∩ f (cl2 (V )) = cl�1 (f (U)) ∩ cl�2 (f (V ))

are satisfied since the functions f : (X, cli) → (Y, cl�i) are i−homeomorphisms for
all i ∈ {1, 2}. Moreover, f (A) ∈ ν�

i (f (x)), provided that A ∈ νi (x) for ∀A ∈
P (X). Hence, there are f (U) ∈ ν�

1 (x�) and f (V ) ∈ ν�
2 (y�) such that cl�1 (f (U)) ∩

cl�2 (f (V )) = ∅. From here (Y, cl�1, cl�2) is a pairwise T2 1
2
−space.

* Let X be a pairwise regular. Consider any x� ∈ Y , then f−1 (x�) = x ∈ X and there
is U ∈ ν1 (x) such that cl2 (U) ⊆ N � for all N � ∈ ν1 (x) and there is V ∈ ν2 (x) such
that cl1 (V ) ⊆ N �� for all N �� ∈ ν2 (x).

* Let X be a pairwise T3−space. Then it is pairwise regular and pairwise R T1−space.
The aforementioned proposition requires that (Y, cl’1, cl’2) is pairwise regular and
pairwiseR T1−space. Thus, Y is a pairwise T3−space, too.

* Let X be a pairwise completely regular space. Consider any cl’1cl’2−closed subset
F � ⊂ Y and any point x� ∈ Y such that x� /∈ F �. Then there is cl1cl2−closed subset
f−1 (F �) = F ⊂ X and a point x ∈ X such that x /∈ F since f : X → Y is a bi-
homeomorphism. There is a cliclj−l.u.s.c. a function g : (X, cl1, cl2) → (R, ω) such
that g (x) = 0 and g (F ) = 1 because X is pairwise completely regular space. From
here g : (X, cl1, cl2) → (R, ω1, ω2) is a bi-continuous function.

(X, cl1, cl2)
g−→ (R, ω1, ω2)

f � � g ◦ f−1

(Y, cl’1, cl’2)

This diagram indicates that the function g ◦ f−1 : (Y, cl’1, cl’2) → (R, ω1, ω2) is bi-
continuous and so g ◦ f−1 : (Y, cl’1, cl’2) → (R, ω) is a cl’icl’j−l.u.s.c. function. Also
g (x) = g

(
f−1 (x�)

)
= g ◦f−1 (x�) = 0 and g (F ) = g

(
f−1 (F �)

)
= g ◦f−1 (F �) = 1 are

satisfied. That is cl’1cl’2− closed subsetF �of bi-isotonic space (Y, cl’1, cl’2) is (1, 2) and
(2, 1)−completely separated from each point x� /∈ F � and this completes the proof.

* Let X be a pairwise T3 1
2
−space. In this case, (X, cl1, cl2) is both pairwise completely

regular and pairwise R T1−space. So, (Y, cl’1, cl’2) is pairwise completely regular and
pairwise R T1−space, too. Thus the bi-isotonic space Y is a pairwise T3 1

2
−space.

* Let X be a pairwise t-normal bi-isotonic space. Let us take two separated closed
subsets F � and K � in Y . Then f−1 (F �) = F and f−1 (K �) = K are disjoint closed
subsets of X. There are U ∈ ν1 (F ) and V ∈ ν2 (K) such that U ∩V = ∅ since X is a
pairwise t-normal space. From Proposition 3.8, we see that there are f (U) ∈ N �

1 (F �)
and f (V ) ∈ N �

2 (K �) such that f (U) ∩ f (V ) = ∅. Consequently, Y is a pairwise
t-normal bi-isotonic space.

* Let (X, cl1, cl2) be a pairwise quasi-normal bi-isotonic space. Consider two non-
empty subsets F � and K � of Y such that cl’1 (F �) ∩ cl’2 (K �) = ∅. It is easily seen
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thatcl1
(
f−1 (F �)

)∩cl2
(
f−1 (K �)

)
= f−1 (∅) = ∅sincef is bi-homeomorphism. There

are U ∈ ν1

(
f−1 (F �)

)
and V ∈ ν2

(
f−1 (K �)

)
such that U ∩ V = ∅, since X is a

pairwise quasi-normal space. In that way Y is a pairwise quasi-normal space from
Proposition 3.8 .

* Let X be a pairwise normal space and consider the non-empty subsets F � and K �

in Y such that cl’1 (F �) ∩ cl’2 (K �) = ∅. Then there are the non-empty subsets F
and K in X such thatcl1 (F ) ∩ cl2 (K) = ∅ since f is a bi-homeomorphism satisfying
f (cl1 (F )) = cl’1 (F �) and f (cl2 (K)) = cl’2 (K �). Also, there are U ∈ ν1 (cl1 (F )) and
V ∈ ν2 (cl2 (K)) such that U ∩ V = ∅ since X is a pairwise normal space. In these
considerations, we find f (U) ∈ N �

1 (cl’1 (F �)) and f (V ) ∈ N �
2 (cl’2 (K)) satisfying

f (U) ∩ f (V ) = ∅. Finally, we see that the bi-isotonic space Y is a pairwise normal
space.

* Let (X, cl1, cl2) be a pairwise T4−space. This means that (X, cl1, cl2) is a pairwise nor-
mal and pairwise R T1−space. If f : X → Y is a bi-homeomorphism then (Y, cl’1, cl’2)
is pairwise normal and pairwise R T1−space. So, the bi-isotonic space Y is a pairwise
T4−space, too.

* Let X be a pairwise completely normal space and A�, B� ⊂ Y be separated sets, i.e.,
cl’1 (A�) ∩ B� = A� ∩ cl2 (B�) = ∅. Thus, f−1 (cl’1 (A�)) ∩ f−1 (B�) = f−1 (B�) ∩
f−1 (cl’2 (A�)) = ∅ is satisfied and there are two sets f−1 (A�) = A and f−1 (B�) = B
in the bi-isotonic space X such that cl1 (A) ∩ B = A ∩ cl2 (B) = ∅ since the function
f is bi-homeomorphism. From the hypothesis, we see U ∈ ν1 (A) and V ∈ ν2 (B)
such that U ∩ V = ∅. Then, we find the sets f (U) ∈ N �

1 (A�) andf (V ) ∈ N �
2 (B�)

satisfying f (U) ∩ f (V ) = ∅. As a consequence, the bi-isotonic space (Y, cl’1, cl’2) is
pairwise completely normal.

* Let X be a pairwise T5−space. Then (X, cl1, cl2) is a pairwise completely normal
and pairwise R T1−space. (Y, cl’1, cl’2) pairwise completely normal and pairwise
R T1−space since f : X → Y is a bi-homeomorphism. Finally, Y is a pairwise
T5−space, too.

Proposition 4.29 In a bi-isotonic space, the properties of being a pairwise T0, pairwise
R T1, pairwise S T1, pairwise Hausdorff, pairwise T2 1

2
, pairwise regular, pairwise T3, pair-

wise completely regular, pairwise completely normal and pairwise T5−space are hereditary
properties.

Proof.Let
(
Y, clY1 ,clY2

)
and (X, cl1, cl2) be bi-isotonic spaces.

* Assume that the bi-isotonic space (X, cl1, cl2) is a pairwise T0−space and x, y ∈ Y
such that x �= y. Then y /∈ cl1 ({x}) or x /∈ cl2 ({y}) for x, y ∈ X. From Proposition
2.8, we can say y /∈ cl1 ({x}) ∩ Y = clY1 ({x}) or x /∈ cl2 ({y}) ∩ Y = clY2 ({x}). Thus,
the subspace (Y, cl’1, cl’2) is obtained as a pairwise T0−space.

* Assume that the bi-isotonic space (X, cl1, cl2) is a pairwise R T1−space. In this case
(X, cl1) and (X, cl2) spaces are T1−spaces. Hence cl1 ({x}) ⊆ {x} and cl2 ({x}) ⊆ {x}
for every x ∈ Y ⊆ X. It is found that clY1 ({x}) = cl1 ({x}) ∩ Y ⊆ {x} ∩ Y = {x}
and clY2 ({x}) = cl2 ({x})∩Y ⊆ {x}∩Y = {x} in

(
Y, clY1

)
and

(
Y, clY2

)
, respectively.

Then
(
Y, clY1

)
and

(
Y, clY2

)
spaces are T1−spaces. Eventually, it is obtained that

(Y, cl’1, cl’2) is a pairwise R T1−space
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* Assume that the bi-isotonic space (X, cl1, cl2) is a pairwise S T1−space and x, y ∈ Y
such that x �= y. Then there are Nx ∈ ν1 (x) and Ny ∈ ν2 (y) such that y /∈ Nx and
x /∈ Ny, respectively, for the distinct points x, y ∈ X. There are NY

x ∈ νY
1 (x) and

NY
y ∈ νY

2 (y) such that y /∈ Nx∩Y = NY
x and x /∈ Ny∩Y = NY

y since Y is a subspace.
Thus, (Y, cl’1, cl’2) is a pairwise S T1−space.

* Assume that the bi-isotonic space (X, cl1, cl2) is a pairwise Hausdorff space and x, y ∈
Y such that x �= y. By the hypothesis there is U ∈ ν2 (x) or V ∈ ν1 (y) such that
y /∈ cl1 (U) or x /∈ cl2 (V ), respectively, as x �= y for every x, y ∈ X. From Definition
2.5., it is seen that U ∈ νY

2 (x) or V ∈ νY
1 (x) since x /∈ cl2 (V ) ∩ Y = clY2 (V ) or

y /∈ cl1 (U)∩Y = clY1 (U) , respectively. So (Y, cl’1, cl’2) becomes a pairwise Hausdorff
space.

* Assume that the bi-isotonic space (X, cl1, cl2) is a pairwise T2 1
2
−space and x, y ∈ Y

for x �= y. By the hypothesis, there are U ∈ ν1 (x) and V ∈ ν2 (y) such that cl1 (U) ∩
cl2 (V ) = ∅. Then, there are U ∈ νY

2 (x) and V ∈ νY
2 (y) such that clY1 (U)∩clY2 (V ) =

(cl1 (U) ∩ cl2 (V )) ∩ Y = ∅. As a result (Y, cl’1, cl’2) is a pairwise T2 1
2
−space.

* Assume that the bi-isotonic space (X, cl1, cl2) is a pairwise regular space and x, y ∈
Y for x �= y. Then, there is a set U ∈ ν1 (x) such that cl2 (U) ⊆ ν1 for every
neighborhood ν1 ∈ ν1 (x) and there is a set V ∈ ν2 (y) such that cl1 (V ) ⊆ ν2 for every
neighborhood ν2 ∈ ν2 (x). From here, there are U ∈ νY

1 (x) and V ∈ νY
2 (x) such that

clY2 (U) = cl2 (U) ∩ Y ⊆ ν1 ∩ Y = νY
1 and clY1 (V ) = cl1 (V ) ∩ Y ⊆ ν2 ∩ Y = νY

2 for
the neighborhoods ν1 ∩ Y = νY

1 ∈ νY
1 (x) and ν2 ∩ Y = νY

2 ∈ νY
2 (x), respectively. It

is seen that (Y, cl’1, cl’2) is pairwise regular.

* Assume that the bi-isotonic space (X, cl1, cl2) is a T3−space. Then X is both pairwise
regular and pairwise R T1−space and so, Y ⊂ X subspace is both pairwise regular
and pairwise R T1−space. This means that the bi-isotonic subspace (Y, cl’1, cl’2) is a
T3−space.

* Assume that the bi-isotonic space (X, cl1, cl2) a pairwise completely regular. Let us
take any clY1 clY2 −closed set F and any point x ∈ Y such that x /∈ F . Then x /∈
cl1cl2 (F ) for the closed subset cl1cl2 (F ) in X. By the hypothesis, there is a function
cliclj−l.u.s.c. f : (X, cl1, cl2) → (R, ω) such that f (x) = 0 and f (cl1cl2 (F )) = 1. If
we denote the restriction function of f to Y with f |Y = g, it is provided g (x) = 0

and g (F ) = 1 since g :
(
X, clY1 ,clY2

)
→ (R, ω) is clYi clYj −l.u.s.c. Thus, the bi-isotonic

subspace (Y, cl’1, cl’2) is pairwise completely regular space.

* Assume that the bi-isotonic space (X, cl1, cl2) is a T3 1
2
−space. Then X is both pairwise

completely regular and pairwise R T1−space. Thus, Y ⊂ X subspace is both pairwise
completely regular and pairwise R T1−space. So (Y, cl’1, cl’2) bi-isotonic subspace is
T3 1

2
−space, too.

* Assume that the bi-isotonic space (X, cl1, cl2) is a pairwise completely normal. Let
A,B ⊆ Y be separated sets. Namely clY1 (A)∩B = A∩clY2 (B) = ∅. Then cl1 (A)∩B =
A ∩ cl2 (B) = ∅. By the hypothesis, there are the neighborhoods U ∈ ν1 (A) and
V ∈ ν2 (B) such that U ∩ V = ∅. So, it is obtained that there are UY ∈ νY

1 (A)
and V Y ∈ νY

2 (B)such that UY ∩ V Y = ∅. As a result, the bi-isotonic subspace(
Y, clY1 , clY2

)
is found as pairwise completely normal space.
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2 (x), respectively. It

is seen that (Y, cl’1, cl’2) is pairwise regular.

* Assume that the bi-isotonic space (X, cl1, cl2) is a T3−space. Then X is both pairwise
regular and pairwise R T1−space and so, Y ⊂ X subspace is both pairwise regular
and pairwise R T1−space. This means that the bi-isotonic subspace (Y, cl’1, cl’2) is a
T3−space.

* Assume that the bi-isotonic space (X, cl1, cl2) a pairwise completely regular. Let us
take any clY1 clY2 −closed set F and any point x ∈ Y such that x /∈ F . Then x /∈
cl1cl2 (F ) for the closed subset cl1cl2 (F ) in X. By the hypothesis, there is a function
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we denote the restriction function of f to Y with f |Y = g, it is provided g (x) = 0

and g (F ) = 1 since g :
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)
→ (R, ω) is clYi clYj −l.u.s.c. Thus, the bi-isotonic

subspace (Y, cl’1, cl’2) is pairwise completely regular space.

* Assume that the bi-isotonic space (X, cl1, cl2) is a T3 1
2
−space. Then X is both pairwise

completely regular and pairwise R T1−space. Thus, Y ⊂ X subspace is both pairwise
completely regular and pairwise R T1−space. So (Y, cl’1, cl’2) bi-isotonic subspace is
T3 1

2
−space, too.

* Assume that the bi-isotonic space (X, cl1, cl2) is a pairwise completely normal. Let
A,B ⊆ Y be separated sets. Namely clY1 (A)∩B = A∩clY2 (B) = ∅. Then cl1 (A)∩B =
A ∩ cl2 (B) = ∅. By the hypothesis, there are the neighborhoods U ∈ ν1 (A) and
V ∈ ν2 (B) such that U ∩ V = ∅. So, it is obtained that there are UY ∈ νY

1 (A)
and V Y ∈ νY

2 (B)such that UY ∩ V Y = ∅. As a result, the bi-isotonic subspace(
Y, clY1 , clY2

)
is found as pairwise completely normal space.
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* Assume that the bi-isotonic space (X, cl1, cl2) is a T5−space. Then X is pairwise com-
pletely normal and pairwise R T1−space. So, the bi-isotonic subspace

(
Y, clY1 , clY2

)
is

T5−space since it is pairwise completely normal and pairwise R T1−space.

Proposition 4.30 Let (X, cl1, cl2) be a bi-isotonic space and Y ⊆ X be a closed subset. If
(X, cl1, cl2) is a pairwise t-normal, pairwise quasi-normal, pairwise normal space and pair-
wise T4−space, then

(
Y, clY1 ,clY2

)
is a pairwise t-normal, pairwise quasi-normal, pairwise

normal and pairwise T4−space, respectively.

Proof.Let (X, cl1, cl2) be a bi-isotonic space and subset Y ⊆ X be closed.

* Let the bi-isotonic space (X, cl1, cl2) be a pairwise t-normal and F,K ⊆ Y be non-
empty discrete closed subsets. Then the subsets F,K in (X, cl1, cl2) are closed from
the Proposition 2.4. By the hypothesis, there are the neighborhoods U ∈ ν1 (F ) and
V ∈ ν2 (K) such that U ∩ V = ∅. So there are the sets UY ∈ νY

1 (F ), V Y ∈ νY
2 (K)

such that UY ∩ V Y = (U ∩ Y ) ∩ (V ∩ Y ) = ∅. Namely, the bi-isotonic subspace
(Y, cl’1, cl’2) is a pairwise t-normal space.

* Let the bi-isotonic space (X, cl1, cl2) be a pairwise quasi-normal and F,K ⊆ Y be non-
empty discrete subsets such that clY1 (F ) ∩ clY2 (K) = ∅. Then there are non-empty
discrete subsets F,K ⊆ X satisfying cl1 (F ) ∩ cl2 (K) = ∅. By the hypothesis, there
are U ∈ ν1 (F ) and V ∈ ν2 (K) such that U ∩ V = ∅. As a consequence, it is easy to
find that there are UY ∈ νY

1 (F ) and V Y ∈ νY
2 (K) such that UY ∩ V Y = ∅, which

means that the bi-isotonic subspace
(
Y, clY1 , clY2

)
is a pairwise quasi-normal space.

* Let the bi-isotonic space (X, cl1, cl2) be a pairwise quasi-normal and F,K ⊆ Y be non-
empty discrete subsets such that clY1 (F ) ∩ clY2 (K) = ∅. Then there are non-empty
discrete subsets F,K ⊆ X satisfying cl1 (F ) ∩ cl2 (K) = ∅. By the hypothesis, there
are U ∈ ν1 (F ) and V ∈ ν2 (K) such that U ∩ V = ∅. As a consequence, it is easy to
find that there are UY ∈ νY

1 (F ) and V Y ∈ νY
2 (K) such that UY ∩ V Y = ∅, which

means that the bi-isotonic subspace
(
Y, clY1 , clY2

)
is a pairwise quasi-normal space.

* Let the bi-isotonic space (X, cl1, cl2) is a T4−space. Then it is pairwise quasi-normal
and pairwise R T1−space. So the bi-isotonic subspace

(
Y, clY1 , clY2

)
is pairwise quasi-

normal and pairwise R T1−space provided that Y is closed subset of X . This com-
pletes the proof.
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(c) Number Theory (mainly Diophantine and Algebraic Number Theory)  
 
(a) Pál Dömösi  
(b) Institute of Mathematics and Informatics, Nyíregyháza University, Nyíregyháza, Sóstói út 31/B, H-4400, Hungary 
(b') domosi.pal@nye.hu 
(c) Theoretical Computer Science, Algebra 
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ISRAEL  
(a) Dany Leviatan  
(b) School of Mathematics, Tel Aviv University, 6139001 Tel Aviv, Israel  
(b') leviatan@post.tau.ac.il  
(c) Approximation Theory, Computer Added Geometric Design, Summability  

 
 

ITALY  
 
(a) Angelo Favini  
(b) Dept. of Mathematics, Bologna Univ., Piazza di Porta S. Donato, 5, 40126, Bologna, Italy  
(b') angero.favini@unibo.it  
(c) Evolution equations and Control theory for abstract differential equations and PDE.  
 
(a) Antonio Di Crescenzo 
(b) Università di Salerno, Dipartimento di Matematica, Via Giovanni Paolo II, n.132, 84084 Fisciano (SA), Italy 
(b') adicrescenzo@unisa.it 
(c) Applied Probability, Stochastic Processes and Applications, Reliability Theory, Queueing Systems, Stochastic Models 
in Biology, Information Measures 
 
(a) Tonia Ricciardi  
(b) Department of Mathematics and its Applications, Federico II University, Via Cintia, 80126 Naples, Italy.  
(b') tonia.ricciardi@unina.it  
(c) Nonlinear elliptic partial differential equations  
 

 
NETHERLANDS  

 
(a) Grzegorz Rozenberg  
(b) Leiden Institute of Advanced Computer Science (LIACS) Leiden University, Niels Bohrweg 1, 2333 CA Leiden, The 

Netherlands  
(b') rozenber@liacs.nl  
(c) Natural computing, Formal languages and automata theory  
 

POLAND  
 
(a) Dariusz Zagrodny  
(b) Faculty of Mathematics and Natural Science, College of Science, Cardinal Stefan Wyszynski University, Dewajtis 5, 

01-815 Warsaw, Poland  
(b')dariusz.zagrodny@wmii.uni.lodz.pl   
(c) Nonsmooth Analysis (this is my main field of research), Nonlinear Programming (convex, nonconvex), Maximal 

Monotonicity (with respect to duality)  
 
(a) Henryk Hudzik  
(b) Faculty of Economics and Information Technology, The State University of Applied Sciences in Płock, Nowe 

Trzepowo 55, 09-402 Płock, Poland 
and 
Faculty of Mathematics and Computer Science, Adam Mickiewicz University in Poznań, Umultowska Street 87, 
61-614 Poznań, Poland. 

(b') hudzik@amu.edu.pl 
(c) Function spaces theory and abstract Banach spaces theory, Banach Lattices, Geometry of Banach Spaces, 

Composition and multiplication operators between Köthe spaces 
  
(a) Krzysztof Szajowski  
(b) Faculty of Pure and Applied Mathematics, Wroclaw University of Science and Technology, Wybrzeze, 

Wyspianskiego 27, PL-50-370 Wroclaw, Poland   
(b') Krzysztof.Szajowski@pwr.edu.pl 
(c) Applied Probability, Game Theory, Operations Research, Mathematical Statistics 
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(a) Piotr Multarzynski  
(b) Faculty of Mathematics and Information Science, Warsaw University of Technology, ul. Koszykowa 75, 

00-662 Warsaw, Poland 
(b') multarz@mini.pw.edu.pl 
(c) Algebraic analysis (calculus of right invertible operators); Algebraic approach to differential geometry; Discrete 

counterparts of the classical concepts in analysis and differential geometry; q-calculus, Sikorski and Froelicher 
differential (or smooth) spaces; 12H10, 39A12, 39A70, 47B39, Groupoids - theory and applications in physics. 

 
 
(a) Tomasz Kubiak  
(b) Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Umultowska 87, 61-614 Poznań, 

Poland  
(b') tkubiak@amu.edu.pl  
(c) Many-valued topology (fuzzy topology), Pointfree topology (frames and locales) 
 

P.R.OF CHINA 
 

(a) Minghao Chen 
(b) Xidazhi Street 92,Harbin ,150001,China Department of Mathematics,Harbin Institute of Technology 
(b') chenmh130264@aliyun.com;chenmh130264@hit.edu.cn 
(c) Uncertain dynamical systems;Fuzzy differential equation; Fuzzy optimization;Fuzzy sets theory 

 
ROMANIA  

 
(a) Adrian Petrusel  
(b) Babes-Bolyai University Cluj-Napoca, Faculty of Mathematics and Computer Science, Department of Mathematics, 

Kogalniceanu street no. 1, 400084 Cluj-Napoca, Romania  
(b') petrusel@math.ubbcluj.ro  
(c) Nonlinear Analysis  
  
(a) Ioan A. Rus  
(b) Department of  Mathematics, Babes-Bolyai University, Str. Kogalniceanu No. 1, 400084 Cluj-Napoca, Romania 
(b') iarus@math.ubbcluj.ro  
(c) Fixed Point Theory  
 
(a) Vasile Berinde  
(b) Department of Mathematics and Computer Science, Faculty of Sciences Technical University of Cluj-Napoca North 

University Center at Baia Mare, Victoriei Nr. 76, 430122 Baia Mare, Romania  
(b') vberinde@cubm.utcluj.ro  
(c) Fixed Point Theory, iterative approximation of fixed points  
 
 
                       RUSSIA  

 
(a) Andrei Vesnin  
(b) Sobolev Institute of Mathematics, pr. ak. Koptyuga 4, Novosibirsk, 630090, Russia  
(b') vesnin@math.nsc.ru  
(c) Low-dimensional topology, Knot theory, Hyperbolic manifolds and orbifolds.  
 
(a) Semen S. Kutateladze  
(b) The Sobolev Institute of Mathematics of the Siberian Branch of the Russian Academy of Sciences, Academician 

Koptyug's Avenue 4, Novosibirsk, 630090, RUSSIA  
(b') sskut@member.ams.org and sskut@math.nsc.ru  
(c) Functional Analysis, Operator Theory, Convex Geometry, Optimization and Programming, Nonstandard Analysis, 

Boolean Valued Models 
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(a) Vladimir V. Mazalov  
(b) Institute of Applied Mathematical Research, Karelia Research Center of Russian Academy of Sciences Pushkinskaya 
str., 11, Petrozavodsk 185610, Russia  
(b') vmazalov@krc.karelia.ru  
(c) Optimal Stopping Theory, Game with Optimal Stopping, Stochastic Dynamic Programming, Applications in 

Behavioral Ecology  
 
(a) Elena Parilina 
(b) Department of Mathematical Game Theory and Statistical Decisions, Saint Petersburg State University,7/9 

Universitetskaya nab., Saint Petersburg 199034, Russia 
(b') e.parilina@spbu.ru<mailto-e.parilina@spbu.ru> 
(c) Game Theory, Stochastic Games, Applied Mathematical Statistics. 
 
 
 

 
SOUTH AFRICA  

 
(a) Joachim Schröder  
(b) Department van Wiskunde, Universiteit van die Vrystaat, Posbus 339, Bloemfontein 9300, South Africa  
(b') schroderjd@ufs.ac.za  
(c) Enumerative combinatorics, Categorical methods in topology, Set theoretic topology (cardinal invariants, elementary 

submodels)  
  

 
SPAIN  

(a) Javier Gutierrez Garcia  
(b) Departamento de Matematicas, Universidad del Pais Vasco/Euskal Herriko Unibertsitatea UPV/EHU, Apartado 644, 

48080, Bilbao, Spain  
(b') javier.gutierrezgarcia@ehu.eus  
(c) General topology (in particular, insertion and extension of functions), Pointfree topology,Many-valued topology  
 
(a) Jorge Galindo  
(b) Instituo de Matemáticas y Aplicaciones de Castellón (IMAC), Departamento de Matemáticas, Universidad Jaume I, 

12071-Castellón, Spain.  
(b') jgalindo@mat.uji.es  
(c) Topological Algebra, Abstract Harmonic Analysis, General Topology.  
 
(a) Luis M. Sanchez Ruiz  
(b) ETSID-Depto. de Matematica Aplicada & CITG, Universitat Politècnica de València, E-46022 Valencia, Spain 
(b') LMSR@mat.upv.es  
(c) Functional Analysis, Topological Vector Spaces, Barrelledness Properties, Baire-like Spaces, Continuous Function 

Spaces, Wavelets  
 
(a) Salvador Hernandez 
(b) Departamento de Matematicas, Universitat Jaume I, 12071 Castellon, Spain 
(b') hernande@uji.es  
(c) Topological groups and semigroups, Spaces of continuous functions, Operators defined between spaces of continuous 
functions, General Topology.  
 

 
 

TAIWAN  
(a) Hang-Chin Lai  
(b) Department of Mathematics, National Tsing Hua University, Hsin Chu City, Taiwan  
(b’) laihc@mx.nthu.edu.tw  
(c) Nonlinear analysis and convex analysis, Optimization theory, Harmonic analysis  
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UNITED STATES OF AMERICA  
 
(a) Andreas Blass  
(b) Mathematics Department, University of Michigan, Ann Arbor, MI 48109-1043, USA  
(b') ablass@umich.edu  
(c) Mathematical logic, set theory, category theory  
 
(a) John B Conway  
(b) Professor Emeritus, George Washington University,Phillip Hall 801 22nd St. NW 

Washington, DC 20052, U.S.A 
(b’) Conway@gwu.edu  
(c) Functional Analysis and Operator Theory  
 
(a) Paul Cull  
(b) Computer Science, Kelley Engineering Center, Oregon State University, Corvallis, OR 97331, USA  
(b') pc@cs.orst.edu  
(c) Difference Equations and Dynamical Systems, Computer Science (Theory, Algorithms, Networks), Mathematical 

Biology (Population Models, Neural Nets)  
 
(a) W. Wistar Comfort  
(b) Department of Mathematics, Wesleyan University, Wesleyan Station, Middletown, CT USA 06459  
(b') wcomfort@wesleyan.edu  
(c) Topological theory of topological groups, General (set-theoretic) topology  
 
 

JAPAN  
 

(a) Mariko Yasugi  
(b) non-public 
(b’) yasugi@cc.kyoto-su.ac.jp  
(c) Logic Oriented Mathematics 
 
(a) Haruo Maki 
(b) non-public 
(b') makih@pop12.odn.ne.jp  
(c) (Topological) digital n-spaces (n>0), Generalized closed sets (after Levine), 

Operation theory in topology (in the sense of Kasahara and Ogata) 
 
(a) Kohzo Yamada  
(b) Faculty of Education, Shizuoka Univ., 836 Ohya, Shizuoka 422-8529, Japan  
(b’) kohzo.yamada@shizuoka.ac.jp 
(c) General Topology  
 
(a) Yasunao Hattori  
(b) Shimane Univ., Matsue, Shimane 690-8504, Japan  
(b’) hattori@riko.shimane-u.ac.jp  
(c) General Topology  
 
(a) Yoshikazu Yasui  
(b) Department of Modern Education, Faculty of Education, Kio University, 4-2-2, Umami-naka, Koryo-cho, 

Kitakaturagi-gun, Nara, 635-0832, Japan  
(b’) y.yasui@kio.ac.jp  
(c) General Topology  
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(a) Eiichi Nakai 
(b) Department of Mathematics, Ibaraki University, Mito, Ibaraki 310-8512, Japan 
(b') eiichi.nakai.math@vc.ibaraki.ac.jp 
(c) Real analysis, harmonic analysis, Fourier analysis, function spaces, singular and fractional integrals 
 
(a) Jun Kawabe  
(b) Division of Mathematics and Physics, Shinshu University, 4-17-1 Wakasato, Nagano 380-8553, Japan  
(b') jkawabe@shinshu-u.ac.jp  
(c) Measure and integration, Vector measure, Nonadditive measure  
 
(a) Shizu Nakanishi  
(b) non-public 
(b’) shizu.nakanishi@nifty.ne.jp  
(c) measures and integrations  
 
 
(a) Jun Ichi Fujii 
(b) Department of  Educational Collaboration(Science, Mathematics and Information),Osaka Kyoiku 

University, Asahigaoka, Kashiwara, Osaka 582-8582, Japan 
(b') fujii@cc.osaka-kyoiku.ac.jp 
(c) Operator Theory 
 
(a) Masaru Nagisa  
(b) Department of Mathematics and Informatics, Graduate School of Science, Chiba University, Yayoi-cho,  

Chiba, 263-8522, Japan  
(b’) nagisa@math.s.chiba-u.ac.jp  
(c) operator algebra, operator theory  
 
(a) Hiroyuki Osaka 
(b) Graduate School of Science and Engineering, Ritsumeikan University, 1-1-1 Noji-higashi, Kusatsu,  

Shiga 525-8577 Japan  
(b') osaka@se.ritsumei.ac.jp 
(c) Operator Theory and Operator Algebras 
 
(a) Masatoshi Fujii  
(b) non-public 
(b’) mfujii@cc.osaka-kyoiku.ac.jp  
(c) Operator Theory  
 
(a) Wataru Takahashi  
(b) Keio Research and Education Center for Natural Science,Keio University,Kouhoku-ko,Yokohama 223-8521, 
   Japan 
(b’) wataru@is.titech.ac.jp, wataru@a00.itscom.net  
(c) Nonlinear Functional Analysis  
 
(a) Shigeo Akashi 
(b) Department of Information Sciences, Faculty of Science and Technology, Tokyo University of Science, 

2641, Yamazaki, Noda-City, Chiba-Prefecture, 278-8510, Japan 
(b’) akashi@is.noda.tus.ac.jp 
(c) Information Theory, Entropy Analysis, Applied Mathematics, Functional Analysis 
 
(a) Yoshitsugu Kabeya 
(b) Department of Mathematical Sciences, Osaka Prefecture University, 1-1, Gakuen-cho, Naka-ku,  
   Sakai, Osaka 599-8531, Japan 
(b’) kabeya@ms.osakafu-u.ac.jp 
(c) Partial Differential Equations, Ordinary Differential Equations 
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(a) Atsushi Yagi  
(b) Dept. of Applied Physics, Graduate School of Engineering, Osaka Univ., 2-1 Yamadaoka, Suita, Osaka 565-0871, 

Japan  
(b’) yagi@ap.eng.osaka-u.ac.jp  
(c) Nonlinear partial differential equations, Infinite-dimensional dynamical systems  
 
(a) Yoshimasa Nakamura 
(b) Graduate School of Informatics, Kyoto University, Yoshida-Honmachi, Sakyo-ku, Kyoto 606-8501, Japan 
(b)’ ynaka@i.kyoto-u.ac.jp 
(c) integrable systems, numerical linear algebra, special functions 
 
(a) Yasumasa Fujisaki 
(b) Department of Information and Physical Sciences, Graduate School of Information Science and Technology, 
   Osaka University, 1-5 Yamadaoka, Suita, Osaka 565-0871, Japan 
(b’) fujisaki@ist.osaka-u.ac.jp 
(c) Control Systems Theory 
 
(a) Naruhiko Aizawa 
(b) Department of Physical Science, Graduate School of Science, Osaka Prefecture  
   University,Sakai,Osaka 599-8531,Japan 
(b’)aizawa@p.s.osakafu-u.ac.jp 
(c) representation theory 
 
(a) Hisao Nagao  
(b) non-public 
(b’) nagao.hisao@aqua.plala.or.jp 
(c) Multivariate Analysis, Sequential Analysis, Jackknife Statistics and Bootstrap Method  
 
(a) Masanobu Taniguchi  
(b) Dept. of Applied Mathematics, School of Fundamental Science & Engineering, Waseda University,  

3-4-1, Okubo, Shinjuku-ku, Tokyo,169-8555, Japan, Tel & Fax: 03-5286-8386  
(b’) taniguchi@waseda.jp  
(c) Statistical Inference for Stochastic Processes 
 
(a) Masao Kondo  
(b) non-public 
(b’) kondo@sci.kagoshima-u.ac.jp  
(c) Time Series Analysis  
 
(a) Masao Fukushima 
(b) Dept. of Systems and Mathematical Science, Faculty of Science and Engineering, 

Nanzan University, Nagoya, Aichi 466-8673, Japan 
(b)’ fuku@nanzan-u.ac.jp 
(c) Mathematical Programming, Nonlinear Optimization 
 
(a) Ryusuke Hohzaki 
(b) Department of Computer Science, National Defense Academy, 1-10-20, Hashirimizu, 

Yokosuka, 239-8686, Japan 
(b’) hozaki@cc.nda.ac.jp 
(c) Reviewable area: Operations Research, Search theory, Game theory 
 
(a) Hiroaki Ishii  
(b) Department of Mathematical Sciences, School of Science and Technology, Kwansei Gakuin University  
2-1 Gakuen, Sanda, Hyogo 669-1337, Japan  
(b’) ishiroaki@yahoo.co.jp  
(c) Operations Research and Fuzzy Theory, especially Mathematical Programming (Stochastic Programming, 

Combinatorial Optimization, Fuzzy Programming), Scheduling Theory, Graph and Network Theory, Inventory control, 
Mathematical evaluation method  

non-public
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(a) Atsushi Yagi  
(b) Dept. of Applied Physics, Graduate School of Engineering, Osaka Univ., 2-1 Yamadaoka, Suita, Osaka 565-0871, 

Japan  
(b’) yagi@ap.eng.osaka-u.ac.jp  
(c) Nonlinear partial differential equations, Infinite-dimensional dynamical systems  
 
(a) Yoshimasa Nakamura 
(b) Graduate School of Informatics, Kyoto University, Yoshida-Honmachi, Sakyo-ku, Kyoto 606-8501, Japan 
(b)’ ynaka@i.kyoto-u.ac.jp 
(c) integrable systems, numerical linear algebra, special functions 
 
(a) Yasumasa Fujisaki 
(b) Department of Information and Physical Sciences, Graduate School of Information Science and Technology, 
   Osaka University, 1-5 Yamadaoka, Suita, Osaka 565-0871, Japan 
(b’) fujisaki@ist.osaka-u.ac.jp 
(c) Control Systems Theory 
 
(a) Naruhiko Aizawa 
(b) Department of Physical Science, Graduate School of Science, Osaka Prefecture  
   University,Sakai,Osaka 599-8531,Japan 
(b’)aizawa@p.s.osakafu-u.ac.jp 
(c) representation theory 
 
(a) Hisao Nagao  
(b) non-public 
(b’) nagao.hisao@aqua.plala.or.jp 
(c) Multivariate Analysis, Sequential Analysis, Jackknife Statistics and Bootstrap Method  
 
(a) Masanobu Taniguchi  
(b) Dept. of Applied Mathematics, School of Fundamental Science & Engineering, Waseda University,  

3-4-1, Okubo, Shinjuku-ku, Tokyo,169-8555, Japan, Tel & Fax: 03-5286-8386  
(b’) taniguchi@waseda.jp  
(c) Statistical Inference for Stochastic Processes 
 
(a) Masao Kondo  
(b) non-public 
(b’) kondo@sci.kagoshima-u.ac.jp  
(c) Time Series Analysis  
 
(a) Masao Fukushima 
(b) Dept. of Systems and Mathematical Science, Faculty of Science and Engineering, 

Nanzan University, Nagoya, Aichi 466-8673, Japan 
(b)’ fuku@nanzan-u.ac.jp 
(c) Mathematical Programming, Nonlinear Optimization 
 
(a) Ryusuke Hohzaki 
(b) Department of Computer Science, National Defense Academy, 1-10-20, Hashirimizu, 

Yokosuka, 239-8686, Japan 
(b’) hozaki@cc.nda.ac.jp 
(c) Reviewable area: Operations Research, Search theory, Game theory 
 
(a) Hiroaki Ishii  
(b) Department of Mathematical Sciences, School of Science and Technology, Kwansei Gakuin University  
2-1 Gakuen, Sanda, Hyogo 669-1337, Japan  
(b’) ishiroaki@yahoo.co.jp  
(c) Operations Research and Fuzzy Theory, especially Mathematical Programming (Stochastic Programming, 

Combinatorial Optimization, Fuzzy Programming), Scheduling Theory, Graph and Network Theory, Inventory control, 
Mathematical evaluation method  

ryu-hoh@outlook.jp
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(a) Junzo Watada  
(b) Universiti Teknologi PETRONAS Department of Computer & Information Sciences 32610 Seri Iskandar,Perak Darul 

Ridzuam,Malaysia Office Phone: 
   +60-5-368-7517 Mobile:+60-13-598-0208  
   Professor Emeritus,Waseda University,Japan 
(b’) junzow@osb.att.ne.jp  
(c) Fuzzy systems, Management Engineering 
 
(a) Kensaku Kikuta 
(b) School of Business Administration, University of Hyogo, 

 8-2-1  Gakuen-nishi-machi, Nishi-ku, Kobe City 651-2197 JAPAN 
(b’) kikuta@biz.u-hyogo.ac.jp 
(c) Game Theory, Operations Research, 
 
(a) Wuyi Yue  
(b) Dept. of Intelligence and Informatics, Faculty of Intelligence and Informatics, Konan University, 8-9-1 Okamoto, 

Higashinada-ku , Kobe 658-8501, JAPAN  
(b’) yue@konan-u.ac.jp  
(c) Queueing Networks, Performance Analysis and Modeling, Communications Networks, Operations Research, Markov 

Processes, Probabilistic Methods, Systems Engineering  
 
(a) Hiroaki Sandoh 
(b) Faculty of Policy Studies Kwansei Gakuin University 2-1, Gakuen, Sanda-shi, Hyogo 669-1337 Japan  
(b’) sandoh@kwansei.ac.jp 
(c) Operations Research and Management Science, Stochastic modeling 
 
 
(a) Katsunori Ano 
(b) Department of Mathematical Sciences, Shibaura Institute of Technology, 307 Fukasaku Minuma-ku 
   Saitama-city, 337-8570, Japan 
(b’) k-ano@shibaura-it.ac.jp 
(c) Optimal Stopping, Mathematical Finance, Applied Probability 
 
 
(a) Koyu Uematsu 
(b) Graduate School of Management and Information Sciense Faculty of Global Business ,Osaka International University  

6-21-57 Tohdacho, Moriguchi-Shi, Osaka,570-8555,Japan 
(b’) uematsu@oiu.jp 
(c) Stochastic Process and its Applications,Reliability Analysis,and Game Theory 
 
 
(a) Yoshiki Kinoshita  
(b) Dept. of Information Sciences , Faculty of Science, Kanagawa University, Tsuchiya 2946, Hiratsuka-shi, Kanagawa 

259-1293, Japan 
(b’) yoshiki@kanagawa-u.ac.jp 
(c) Software Science, Programming language semantics  
 
 
(a) Shunsuke Sato 
(b) non-public 
(b’)ss_22362@nifty.com  
(c) Mathematical biology in general 
 
(a)Tadashi Takahashi 
(b)Department of Intelligence and Informatics, Konan University, 8-9-1 Okamoto, 

Higashinada, Kobe, Hyogo 658-8501, Japan 
(b’) takahasi@konan-u.ac.jp 
(c)Mathematics Education 
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(a) Benoit Collins 
(b) Department of Mathematics, Faculty of Science, Kyoto University 
(b') collins@math.kyoto-u.ac.jp 
(c) Random Matrix Theory, Free Probability, Quantum Information Theory 
   Quantum Groups (operator algebra side), Operator Algebra 
 
 
(a) Yoko Watamori  
(b) Department of Mathematics and Information Sciences, Graduate School of Science, Osaka Prefecture University,      
Sakai, Osaka 599-8531, Japan  
(b') watamori@mi.s.osakafu-u.ac.jp  
(c) Directional statistics, Multivariate Analysis 
 
 
(a) Koichi Osaki  
(b)Department of Mathematical Sciences,School of Science and Technology, Kwansei Gakuin University,  
2-1 Gakuen, Sanda, 669-1337, Japan.  
(b')osaki@kwansei.ac.jp  
(c)Nonlinear partial differential equations, Infinite-dimensional dynamical systems 
*****************************************************************************************  
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Koyu Uematsu  (Professor of  Osaka International University) 

International Society for Mathematical Sciences 
   1-5-12-202 Kaorigaoka-cho, Sakai-ku, Sakai-city, 590-0011,Japan 
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Submission to the SCMJ 
 
In September 2012, the way of submission to Scientiae Mathematicae Japonicae 
(SCMJ) was changed.  Submissions should be sent electronically (in PDF file) to the 
editorial office of International Society for Mathematical Sciences (ISMS).  
 
(1) Preparation of files and Submission 

a. Authors who would like to submit their papers to the SCMJ should make 
source files of their papers in LaTeX2e using the ISMS style file (scmjlt2e.sty) 
Submissions should be in PDF file compiled from the source files.  Send the 
PDF file to s1bmt@jams.jp . 

b. Prepare a Submission Form and send it to the ISMS.  The required items to 
be contained in the form are:  

  1. Editor’s name whom the author chooses from the Editorial Board 
(http://www.jams.or.jp/hp/submission_f.html )and would like to take in 
charge of the paper for refereeing.  

2. Title of the paper.   
3. Authors’ names.   
4. Corresponding author’s name, e-mail address and postal address (affiliation).  
5. Membership number in case the author is an ISMS member.   
 
Japanese authors should write 3 and 4 both in English and in Japanese.  
 
At http://www.jams.or.jp/hp/submission_f.html, the author can find the 
Submission Form. Fulfill the Form and sent it to the editorial office by pushing 
the button “transmission”.  Or, without using the Form, the author may send 
an e-mail containing the items 1-5 to s1bmt@jams.jp 

 
(2) Registration of Papers 

When the editorial office receives both a PDF file of a submitted paper and a 
Submission Form, we register the paper.  We inform the author of the 
registration number and the received date.  At the same time, we send the PDF 
file to the editor whom the author chooses in the Submission Form and request 
him/her to begin the process of refereeing. (Authors need not send their papers to 
the editor they choose.) 
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(3) Reviewing Process 
a. The editor who receives, from the editorial office, the PDF file and the request 

of starting the reviewing process, he/she will find an appropriate referee for 
the paper.   

b. The referee sends a report to the editor.  When revision of the paper is 
necessary, the editor informs the author of the referee’s opinion. 

c. Based on the referee report, the editor sends his/her decision (acceptance of 
rejection) to the editorial office. 

 
(4) a. Managing Editor of the SCMJ makes the final decision to the paper valuing the  

editor’s decision, and informs it to the author. 
b. When the paper is accepted, we ask the author to send us a source file and 

a PDF file of the final manuscript.  
c. The publication charges for the ISMS members are free if the membership dues 

have been paid without delay. If the authors of the accepted papers are not the 
ISMS members, they should become ISMS members and pay ¥6,000 (US$75, 
Euro55) as the membership dues for a year, or should just pay the same 
amount without becoming the members. 

 
 
 
 

Items required in Submission Form 
1. Editor’s name who the authors wish will take in charge of the paper 
2. Title of the paper 
3. Authors’ names 
3’.  3. in Japanese for Japanese authors 
4. Corresponding author’s name and postal address (affiliation) 
4’.  4. in Japanese for Japanese authors 
5. ISMS membership number 
6. E-mail address   
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Call for ISMS Members 
 

Call for Academic and Institutional Members 
 

Discounted subscription price: When organizations become the Academic and Institutional 
Members of the ISMS, they can subscribe our journal Scientiae Mathematicae Japonicae at the 
yearly price of US$225.  At this price, they can add the subscription of the online version upon 
their request.    

 
Invitation of two associate members: We would like to invite two persons from the 

organizations to the associate members with no membership fees. The two persons will enjoy 
almost the same privileges as the individual members.  Although the associate members 
cannot have their own ID Name and Password to read the online version of SCMJ, they can 
read the online version of SCMJ at their organization. 

 
To apply for the Academic and Institutional Member of the ISMS, please use the following 

application form. 
 
----------------------------------------------------------------------------------------------------------- 
 

Application for Academic and Institutional Member of ISMS 
Subscription of SCMJ 

Check one of the two. 

 

□Print               □Print ＋ Online 

(US$225)                 (US$225) 

University (Institution) 

 

 

Department 

 

 

Postal Address 

where SCMJ should be 

sent 

 

E-mail address 

 

 

Person in charge 

Name: 

Signature: 

 

Payment 

Check one of the two. 
□Bank transfer        □Credit Card (Visa, Master) 

Name of Associate Membership 

1.  

 

2.  
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Call for Individual Members 

 
We call for individual members.  The privileges to them and the membership dues are shown 

in “Join ISMS !” on the inside of the back cover. 
 

 
 Items required in Membership Application Form 
   

1. Name 
2. Birth date 
3. Academic background 
4. Affiliation 
5. 4’s address 
6. Doctorate 
7. Contact address 
8. E-mail address 
9. Special fields 
10. Membership category (See Table 1 in “Join ISMS !”) 
 

Individual Membership Application Form 
 
1. Name 
 

 

 
2. Birth date 
 

 

3. 
Academic background 
 

 

 
4. Affiliation 
 

 

 
5. 4’s address 
 
 

 

 
6. Doctorate 
 

 

 
7. Contact address 
 
 

 

  
8.  E-mail address 
 

 

 
9.  Special fields 
 

 

10.  
Membership 

    category 
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Contributions (Gift to the ISMS) 
We deeply appreciate your generous contributions to support the activities of our 

society. 
The donation are used (1) to make medals for the new prizes (Kitagawa Prize, 
Kunugi Prize, and ISMS Prize),  (2) to support the IVMS at Osaka University 
Nakanoshima Center, and (3) for a special fund designated by the contributors. 
 
Your remittance to the following accounts of ours will be very much appreciated. 

 
(1)  Through a post office, remit to our giro account ( in Yen only ): 

         No. 00930-1-11872, Japanese Association of Mathematical Sciences (JAMS ) 
   or send International Postal Money Order (in US Dollar or in Yen) to our 

address: 
       International Society for Mathematical Sciences 

         2-1-18 Minami Hanadaguchi, Sakai-ku, Sakai, Osaka 590-0075, Japan 
 
(2)   A/C 94103518, ISMS 

CITIBANK, Japan Ltd., Shinsaibashi Branch 
           Midosuji Diamond Building 
           2-1-2 Nishi Shinsaibashi, Chuo-ku, Osaka 542-0086, Japan 
 

 
 

******************************************************************************** 
Payment Instructions: 

Payment can be made through a post office or a bank, or by credit card. Members may 
choose the most convenient way of remittance. Please note that we do not accept payment by 
bank drafts (checks). For more information, please refer to an invoice. 
 

Methods of Overseas Payment: 
Payment can be made through (1) a post office, (2) a bank, (3) by credit card, or (4) 
UNESCO Coupons.  

Authors or members may choose the most convenient way of remittance as are shown below. 
Please note that we do not accept payment by bank drafts (checks). 
(1) Remittance through a post office to our giro account No. 00930-1-11872 or send 
International Postal Money Order to our postal address (2) Remittance through a 
bank to our account No. 94103518 at Shinsaibashi Branch of CITIBANK (3) Payment 
by credit cards (AMEX, VISA, MASTER or NICOS), or (4) Payment by UNESCO 
Coupons. 
 

Methods of Domestic Payment: 
Make remittance to: 

(1) Post Office Transfer Account - 00930-3-73982 or  
(2) Account No.7726251 at Sakai Branch, SUMITOMO MITSUI BANKING 
CORPORATION, Sakai, Osaka, Japan. 
All of the correspondences concerning subscriptions, back numbers, individual and 
institutional memberships, should be addressed to the Publications Department, 
International Society for Mathematical Sciences. 
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Join ISMS ! 
ISMS Publications: We published Mathematica Japonica (M.J.) in print, 

which was first published in 1948 and has gained an international reputation in 
about sixty years, and its offshoot Scientiae Mathematicae (SCM) both online 
and in print. In January 2001, the two publications were unified and changed to 
Scientiae Mathematicae Japonicae (SCMJ), which is the “21st Century New 
Unified Series of Mathematica Japonica and Scientiae Mathematicae” and 
published both online and in print.  Ahead of this, the online version of SCMJ 
was first published in September 2000.  The whole number of SCMJ exceeds 270, 
which is the largest amount in the publications of mathematical sciences in 
Japan. The features of SCMJ are: 
1) About 80 eminent professors and researchers of not only Japan but also 20 

foreign countries join the Editorial Board. The accepted papers are 
published both online and in print. SCMJ is reviewed by Mathematical 
Review and Zentralblatt from cover to cover. 

2) SCMJ is distributed to many libraries of the world. The papers in SCMJ 
are introduced to the relevant research groups for the positive exchanges 
between researchers. 

3) ISMS Annual Meeting: Many researchers of ISMS members and 
non-members gather and take time to make presentations and discussions 
in their research groups every year. 

 
The privileges to the individual ISMS Members:  
(1) No publication charges 
(2) Free access (including printing out) to the online version of SCMJ 

 (3) Free copy of each printed issue  
 
The privileges to the Institutional Members:  
Two associate members can be registered, free of charge, from an institution.  

 
 
Table 1: Membership Dues for 2013 
Categories Domestic Overseas Developing 

countries 
1-year Regular 
member 

     ￥6,000  US$75 ,  €55 US$45,  €33 
 

1-year Student 
member 

     ￥4,000 US$50,  €37 US$30,  €22 
Life member* Calculated  

as below* 
       NA    NA 

 
Honorary member     Free        Free    Free 

 
 
* Regular member between 63 - 73 years old can apply the category. 
   (73－age ) × ¥3,000 
Regular member over 73 years old can maintain the qualification and the 
privileges of the ISMS members, if they wish. 
 
Categories of 3-year members were abolished. 
  
 

INTERNATIONAL SOCIETY FOR MATHEMATICAL SCIENCES
Scientiae Mathematicae Japonicae, Notices from the ISMS

The International Society for Mathematical Sciences (ISMS) is an international soci-
ety consisting of mathematical scientists throughout the world.

The main activities of the ISMS are to publish (1) the (print and online) journal
Scientiae Mathematicae Japonicae (SCMJ) and (2) Notices from the ISMS and to
hold assembly meeetings in Japan and international internet meetings (distance
symposium) of mathematical sciences (IVMS) accessible from all over the world.

SCMJ is the 21st Century New Unified Series of Mathematica Japonica (MJ) and
Scientiae Mathematicae (SCM). MJ was first published in 1948 and was one of the
oldest mathematical journals in Japan. SCM was an online and print journal started in
1998 in celebration of the semi-centurial anniversary and received 26000 visits per month
from 50 countries in the world. SCMJ contains original papers in mathematical sciences
submitted from all over the world and receives 38000 visits per month now. Not only
papers in pure and applied mathematics but those devoted to mathematical statistics,
operations research, informatics, computer science, biomathematics, mathematical eco-
nomics and other mathematical sciences are also welcome. The journal is published in
January, March, May, July, September, and November in each calendar year.

The ISMS has enhanced the journal, begining from July 1995, by including excel-
lent Research-Expository papers in the section “International Plaza for Mathematical
Sciences ” as well as original research papers. The section provides papers dealing with
broad overviews of contemporary mathmatical sciences, written by experts mainly at
our invitation. Papers shedding lights on open problems or new directions or new break-
throughs for future research are especially welcome.

As is shown in the Editorial Board of SCMJ, we have invited many distin-
guished professors of 20 countries as editors, who will receive and referee the papers
of their special fields with their high standard.

Beginning from 2007, we make the online version of SCMJ more readable and conve-
nient to the readers by adding the specialized contents. By this, the readers can access
to the online version, in which the papers appear in the order of acceptance, from (i)
the contents of the printed version, and (ii) the specialized contents of a volume. From
2007, the subscription fee of the printed version plus the online version of SCMJ becomes
lower and the same of the printed version only. Therefore, the subscribers of the printed
version can read the online version without no additional cost.

For benefit of the ISMS members, we publish ”Notices from the ISMS” 6 times a year.
We are enhancing it by adding interesting articles, including book reviewing, written by
eminent professors.

The ISMS has set up a videoconferencing system (IVMS) which can connect up
to twenty sites of a reserch group in the same or different countries in the world.
Using this system, speakers of the session can write on a white board or an OHP sheet
or use PowerPoint. On the other hand participants can ask questions or make comments
from any connected site in the world. All these are performed similarly to the traditional
meetings.

To connect with our system, you can use your own videoconferencing system only if
it satisfies the International Telecommunication Union-Technical Committee Standards
(ITU-T Standard).

Copyright Transfer Agreement

A copyright transfer agreement is required before a paper is published in this journal.
By submitting a paper to this journal, authors are regarded to certify that the manuscript
has not been submitted to nor is it under consideration for publication by another journal,
conference proceedings or similar publication.

For more information, please visit http://www.jams.or.jp.

Copyright Copyright c©2014 by International Society for Mathematical Sciences.
All rights reserved.

Categories Domestic Overseas Developing 
countries

1-year� Regular
member ￥8,000 �US$80�，Euro75 �US$50，�Euro47

1-year� Students�
member ￥4,000 �US$50�，Euro47 �US$30�，Euro28

Life�member* Calculated
as�below* �US$750�，Euro710 �US$440，�Euro416

Honorary�member Free Free Free

Membership Dues for ２０１9

　(Regarding submitted papers,we apply above presented new fee after April 15 in 
2015 on registoration date.) * Regular member between 63 - 73 years old can apply 
the category.
(73－age ) × ￥3,000
Regular member over 73 years old can maintain the qualification and the privileges 
of the ISMS members, if they wish.

Categories of 3-year members were abolished.
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