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NORM INEQUALITIES RELATED TO THE MATRIX GEOMETRIC
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Abstract. In this paper, we show norm inequalities related to the matrix geometric
mean of negative power for positive definite matrices: For positive definite matrices A
and B,

˛

˛

˛

˛

˛

˛

˛

˛

˛

e(1−β) log A+β log B
˛

˛

˛

˛

˛

˛

˛

˛

˛

≤ |||A �β B||| ≤
˛

˛

˛

˛

˛

˛

˛

˛

˛

A1−βBβ
˛

˛

˛

˛

˛

˛

˛

˛

˛

for every unitarily invariant norm and −1 ≤ β ≤ − 1
2
, where the β-quasi geometric

mean A �β B is defined by A �β B = A
1
2 (A− 1

2 BA− 1
2 )βA

1
2 . For our purposes, we show

the Ando-Hiai log-majorization of negative power.

1 Introduction. Let Mn = Mn(C) be the algebra of n×n complex matrices and denote
the matrix absolute value of any A ∈ Mn by |A| = (A∗A)

1
2 . For A ∈ Mn, we write A ≥ 0

if A is positive semidefinite and A > 0 if A is positive definite, that is, A is positive and
invertible. For two Hermitian matrices A and B, we write A ≥ B if A − B ≥ 0, and
it is called the Löwner ordering. A norm |||·||| on Mn is said to be unitarily invariant if
|||UXV ||| = |||X||| for all X ∈ Mn and unitary U, V .

Let A and B be two positive definite matrices. The arithmetic-geometric mean inequality
says that

(1.1) A �α B ≤ (1 − α)A + αB for all α ∈ [0, 1],

where the α-geometric mean A �α B is defined by

A �α B = A
1
2

(
A− 1

2 BA− 1
2

)α

A
1
2 for all α ∈ [0, 1],

also see [11]. As another matrix geometric mean, we recall that the chaotic geometric mean
A ♦α B is defined by

A ♦α B = e(1−α) log A+α log B for all α ∈ R,

also see [5, Section 3.5]. If A and B commute, then A ♦α B = A �α B = A1−αBα for
α ∈ [0, 1]. In [4], Bhatia and Grover showed precise norm estimations of the arithmetic-
geometric mean inequality (1.1) as follows: For each α ∈ [0, 1] and any unitarily invariant
norm |||·|||

|||A �α B||| ≤ |||A ♦α B||| ≤
∣∣∣∣∣∣B α

2 A1−αB
α
2
∣∣∣∣∣∣

≤
∣∣∣∣
∣∣∣∣
∣∣∣∣
1
2

(
A1−αBα + BαA1−α

)∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤

∣∣∣∣∣∣A1−αBα
∣∣∣∣∣∣ ≤ |||(1 − α)A + αB|||
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2 M. KIAN AND Y. SEO

and

|||A �α B||| ≤ |||A ♦α B|||

≤
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
B

αp
2 A(1−α)pB

αp
2

) 1
p

∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤

∣∣∣
∣∣∣
∣∣∣((1 − α)Ap + αBp)

1
p

∣∣∣
∣∣∣
∣∣∣ for all p > 0.

For convenience in symbolic expression, we define A �β B for β ∈ [−1, 0) and positive
definite matrices A,B as follows:

(1.2) A �β B = A
1
2 (A− 1

2 BA− 1
2 )βA

1
2 for all β ∈ [−1, 0),

whose formula is the same as �α. Though A �β B for β ∈ [−1, 0) are not matrix means
in the sense of Kubo-Ando theory [11], it is known in [7] that A �β B have matrix mean
like properties for any positive definite matrices A and B. Thus we call (1.2) the β-quasi
geometric mean for β ∈ [−1, 0). For more detail, see [7].

On the other hand, the following reverse arithmetic-geometric mean inequality holds:

(1 − β)A + βB ≤ A �β B for all β ∈ [−1, 0),

also see [8]. Though we have no relation among A �β B, A ♦β B and A1−βBβ for β ∈ [−1, 0)
under the Löwner ordering, it follows from a proof similar to Bhatia-Grover’s one in [4] that
for each β ∈ R and any unitarily invariant norm |||·|||

(1.3) |||A ♦β B||| ≤
∣∣∣
∣∣∣
∣∣∣B β

2 A1−βB
β
2

∣∣∣
∣∣∣
∣∣∣ ≤

∣∣∣∣
∣∣∣∣
∣∣∣∣
1
2

(
A1−βBβ + BβA1−β

)∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤

∣∣∣∣∣∣A1−βBβ
∣∣∣∣∣∣ .

Also, by the Lie-Trotter formula limt→0

(
e

t
2 BetAe

t
2 B

) 1
t

= eA+B and the Araki-Cordes

inequality |||BtAtBt||| ≤ |||(BAB)t||| for all t ∈ [0, 1], also see [3, Exercise IX.1.5,Theorem
IX.2.10], it follows that for each β ∈ [−1, 0)

(1.4) |||A ♦β B||| ≤
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
B

βq
2 A(1−β)qB

βq
2

) 1
q

∣∣∣∣
∣∣∣∣
∣∣∣∣

holds for all q > 0 and
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
B

βq
2 A(1−β)qB

βq
2

) 1
q

∣∣∣∣
∣∣∣∣
∣∣∣∣ decreases to |||A ♦β B||| as q ↓ 0. It is natural

to ask what is the estimate of the β-quasi geometric mean in the norm inequalities (1.3)
and (1.4) for β ∈ [−1, 0).

In this paper, we show norm inequalities related to the β-quasi geometric mean of
negative power, the chaotic geometric mean A ♦β B and A1−βBβ for positive definite
matrices A, B. Moreover, we show precise norm estimations of the reverse arithmetic-
geometric mean inequality under the assumption A ≥ B. For our purposes, we need the
Ando-Hiai log-majorization of negative power.

2 Preliminaries. In this section, we have some preliminary results on the log majoriza-
tion of matrices. For Hermitian matrices H, K the weak majorization H ≺w K means
that

k∑
i=1

λi(H) ≤
k∑

i=1

λi(K) for k = 1, 2, . . . , n,

where λ1(H) ≥ · · · ≥ λn(H) and λ1(K) ≥ · · · ≥ λn(K) are the eigenvalues of H and K
respectively. Further, the majorization H ≺ K means that H ≺w K and the equality holds

NORM INEQUALITIES RELATED TO THE MATRIX
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For convenience in symbolic expression, we define A �β B for β ∈ [−1, 0) and positive
definite matrices A,B as follows:

(1.2) A �β B = A
1
2 (A− 1

2 BA− 1
2 )βA

1
2 for all β ∈ [−1, 0),

whose formula is the same as �α. Though A �β B for β ∈ [−1, 0) are not matrix means
in the sense of Kubo-Ando theory [11], it is known in [7] that A �β B have matrix mean
like properties for any positive definite matrices A and B. Thus we call (1.2) the β-quasi
geometric mean for β ∈ [−1, 0). For more detail, see [7].

On the other hand, the following reverse arithmetic-geometric mean inequality holds:

(1 − β)A + βB ≤ A �β B for all β ∈ [−1, 0),

also see [8]. Though we have no relation among A �β B, A ♦β B and A1−βBβ for β ∈ [−1, 0)
under the Löwner ordering, it follows from a proof similar to Bhatia-Grover’s one in [4] that
for each β ∈ R and any unitarily invariant norm |||·|||

(1.3) |||A ♦β B||| ≤
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∣∣∣B β

2 A1−βB
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Also, by the Lie-Trotter formula limt→0
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2 BetAe

t
2 B

) 1
t

= eA+B and the Araki-Cordes

inequality |||BtAtBt||| ≤ |||(BAB)t||| for all t ∈ [0, 1], also see [3, Exercise IX.1.5,Theorem
IX.2.10], it follows that for each β ∈ [−1, 0)

(1.4) |||A ♦β B||| ≤
∣∣∣∣
∣∣∣∣
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(
B

βq
2 A(1−β)qB

βq
2

) 1
q

∣∣∣∣
∣∣∣∣
∣∣∣∣

holds for all q > 0 and
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
B

βq
2 A(1−β)qB

βq
2

) 1
q

∣∣∣∣
∣∣∣∣
∣∣∣∣ decreases to |||A ♦β B||| as q ↓ 0. It is natural

to ask what is the estimate of the β-quasi geometric mean in the norm inequalities (1.3)
and (1.4) for β ∈ [−1, 0).

In this paper, we show norm inequalities related to the β-quasi geometric mean of
negative power, the chaotic geometric mean A ♦β B and A1−βBβ for positive definite
matrices A, B. Moreover, we show precise norm estimations of the reverse arithmetic-
geometric mean inequality under the assumption A ≥ B. For our purposes, we need the
Ando-Hiai log-majorization of negative power.

2 Preliminaries. In this section, we have some preliminary results on the log majoriza-
tion of matrices. For Hermitian matrices H,K the weak majorization H ≺w K means
that

k∑
i=1

λi(H) ≤
k∑

i=1

λi(K) for k = 1, 2, . . . , n,

where λ1(H) ≥ · · · ≥ λn(H) and λ1(K) ≥ · · · ≥ λn(K) are the eigenvalues of H and K
respectively. Further, the majorization H ≺ K means that H ≺w K and the equality holds

NORM INEQUALITIES RELATED TO THE MATRIX GEOMETRIC MEAN OF NEGATIVE POWER 3

for k = n in the above, i.e., TrH = TrK. For A,B ≥ 0 let us write A ≺w(log) B and refer
to the weak log majorization if

k∏
i=1

λi(A) ≤
k∏

i=1

λi(B) for k = 1, 2, . . . , n.

Further the log majorization A ≺(log) B means that A ≺w(log) B and the equality holds for
k = n in the above, i.e.,

n∏
i=1

λi(A) =
n∏

i=1

λi(B) i.e., det A = det B.

Note that when A, B > 0 the log majorization A ≺(log) B is equivalent to log A ≺ log B. It
is known that for positive semidefinite A,B ≥ 0,

A ≺w(log) B =⇒ A ≺w B =⇒ |||A||| ≤ |||B|||

for any unitarily invariant norm. See [1, 12] for theory of majorization for matrices.
For each matrix X and k = 1, 2, . . . , n, let Ck(X) denote the k-fold antisymmetric tensor

power of X. See [12] for details. Then (1)-(3) below are basic facts, (4) is easily seen from
(2) and (3), and (5) follows from the Binet-Cauchy theorem.

Lemma 2.1. (1) Ck(X∗) = Ck(X)∗.

(2) Ck(XY ) = Ck(X)Ck(Y ) for every pair of matrices X,Y .

(3) Ck(X−1) = Ck(X)−1 for nonsingular X.

(4) Ck(Ap) = Ck(A)p for every positive definite A > 0 and all p ∈ R \ {0}.

(5) For every A > 0,
∏k

i=1 λi(A) = λ1(Ck(A)) for k = 1, 2, . . . , n and consequently, for
A,B > 0, λ1(Ck(A)) ≤ λ1(Ck(B)) for all k = 1, . . . , n if and only if A ≺w(log) B.

3 Ando-Hiai Log-Majorization of negative power. For 0 ≤ α ≤ 1, the matrix α-
geometric mean is the matrix mean corresponding to the matrix monotone function tα. Note
that A �α B = B �1−α A and if AB = BA then A �α B = A1−αBα, and (A,B) �→ A �α B
is jointly monotone, also see [5, Lemma 3.2].

On the other hand, the β-quasi geometric mean for β ∈ [−1, 0) has the following prop-
erties in [7]; for any positive definite matrices A,B and C

(i) consistency with scalars: If A and B commute, then A �β B = A1−βBβ .

(ii) homogeneity: (αA) �β (αB) = α(A�β B) for all α > 0.

(iii) right reverse monotonicity: B ≤ C implies A �β B ≥ A �β C.

We recall the log-majorization theorem due to Ando-Hiai [2]: For each α ∈ [0, 1]

Ar �α Br ≺(log) (A �α B)r for r ≥ 1,

or equivalently
(Ap �α Bp)

1
p ≺(log) (Aq �α Bq)

1
q for 0 < q < p.

To show the main theorem related to the β-quasi geometric mean for β ∈ [−1, 0), we need
the following Ando-Hiai log-majorization of negative power β ∈ [−1, 0):

NORM INEQUALITIES RELATED TO THE MATRIX
 GEOMETRIC MEAN OF NEGATIVE POWER 193
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Theorem 3.1. For every positive definite matrices A, B > 0 and β ∈ [−1, 0),

(3.1) Ar �β Br ≺(log) (A �β B)r for all 0 < r ≤ 1

or equivalently

(3.2) (A �β B)r ≺(log) (Ar �β Br) for all r ≥ 1,

(3.3) (Aq �β Bq)
1
q ≺(log) (Ap �β Bp)

1
p for all 0 < q ≤ p.

Proof. The equivalence of (3.1)-(3.3) is immediate. It is easy to see by Lemma 2.1 that for
k = 1, . . . , n

Ck(Ar �β Br) = Ck(A)r �β Ck(B)r

and
Ck((A �β B)r) = (Ck(A) �β Ck(B))r.

Also,
det(Ar �β Br) = (det A)r(1−β)(detB)rβ = det(A �β B)r.

Hence, in order to prove (3.1), it suffices to show that

(3.4) λ1(Ar �β Br) ≤ λ1(A �β B)r for all 0 < r ≤ 1.

For this purpose we may prove that A �β B ≤ I implies Ar �β Br ≤ I, because both sides
of (3.4) have the same order of homogeneity for A, B, so that we can multiply A, B by a
positive constant.

First let us assume 1
2 ≤ r ≤ 1 and write r = 1 − ε with 0 ≤ ε ≤ 1

2 . Let C = A
1
2 B−1A

1
2 .

Then B−1 = A− 1
2 CA− 1

2 and A �β B = A
1
2 C−βA

1
2 . If A �β B ≤ I, then C−β ≤ A−1 so

that A ≤ Cβ and Aε ≤ Cβε for 0 ≤ ε ≤ 1
2 by Löwner-Heinz inequality. Since −β ∈ (0, 1]

and 1 − ε ∈ [ 12 , 1], we now get

Ar �β Br = A
1−ε
2 (A

ε−1
2 B1−εA

ε−1
2 )βA

1−ε
2

= A
1−ε
2 (A

1−ε
2 (B−1)1−εA

1−ε
2 )−βA

1−ε
2

= A
1−ε
2 (A

1−ε
2 (A− 1

2 CA− 1
2 )1−εA

1−ε
2 )−βA

1−ε
2

= A
1−ε
2 (A− ε

2 [A �1−ε C]A− ε
2 )−βA

1−ε
2

= A
1
2−ε[Aε �−β (A �1−ε C)]A

1
2−ε

≤ A
1
2−ε[Cβε �−β (Cβ �1−ε C)]A

1
2−ε,

using the joint monotonicity of matrix geometric means. Since a direct computation yields

Cβε �−β (Cβ �1−ε C) = Cβ(2ε−1)

and by Löwner-Heinz inequality and 0 ≤ 1 − 2ε ≤ 1, C−α ≤ A−1 implies C−β(1−2ε) ≤
A−(1−2ε) and thus we get

Ar �β Br ≤ A
1
2−εCβ(2ε−1)A

1
2−ε ≤ A

1
2−εA−1+2εA

1
2−ε = I.

Therefore (3.4) is proved in the case of 1
2 ≤ r ≤ 1.
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2
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2 CA− 1
2 )1−εA

1−ε
2 )−βA

1−ε
2

= A
1−ε
2 (A− ε

2 [A �1−ε C]A− ε
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2−ε[Aε �−β (A �1−ε C)]A

1
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≤ A
1
2−ε[Cβε �−β (Cβ �1−ε C)]A
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2−ε,

using the joint monotonicity of matrix geometric means. Since a direct computation yields

Cβε �−β (Cβ �1−ε C) = Cβ(2ε−1)

and by Löwner-Heinz inequality and 0 ≤ 1 − 2ε ≤ 1, C−α ≤ A−1 implies C−β(1−2ε) ≤
A−(1−2ε) and thus we get

Ar �β Br ≤ A
1
2−εCβ(2ε−1)A

1
2−ε ≤ A

1
2−εA−1+2εA

1
2−ε = I.

Therefore (3.4) is proved in the case of 1
2 ≤ r ≤ 1.
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When 0 < r < 1
2 , writing r = 2−k(1 − ε) with k ∈ N and 0 ≤ ε ≤ 1

2 , and repeating the
argument above we have

λ1(Ar �β Br) ≤ λ1(A2−(k−1)(1−ε) �β B2−(k−1)(1−ε))
1
2

...

≤ λ1(A1−ε �β B1−ε)2
−k

≤ λ1(A �β B)r

and so the proof is complete.

By Theorem 3.1, we have the following results:

Theorem 3.2. Let A and B be positive definite matrices and |||·||| any unitarily invariant
norm, and β ∈ [−1, 0). If f is a continuous non-decreasing function on [0,∞) such that
f(0) ≥ 0 and f(et) is convex, then

|||f(Ar �β Br)||| ≤ |||f((A �β B)r)||| for all 0 < r ≤ 1.

In particular,
|||Ar �β Br||| ≤ |||(A �β B)r||| for all 0 < r ≤ 1

or equivalently
|||(A �β B)r||| ≤ |||(Ar �β Br)||| for all r ≥ 1,

∣∣∣
∣∣∣
∣∣∣(Aq �β Bq)

1
q

∣∣∣
∣∣∣
∣∣∣ ≤

∣∣∣
∣∣∣
∣∣∣(Ap �β Bp)

1
p

∣∣∣
∣∣∣
∣∣∣ for all 0 < q ≤ p.

Proof. By [9, Proposition 4.4.13], if A ≺w(log) B for positive definite matrices A and B
and f is a continuous non-decreasing function on [0,∞) such that f(0) ≥ 0 and f(et) is
convex, then f(A) ≺w f(B) and so |||f(A)||| ≤ |||f(B)|||. Hence Theorem 3.2 follows from
Theorem 3.1.

Corollary 3.3. For every positive definite matrices A,B > 0 and β ∈ [−1, 0),

A �β B ≤ I implies Ar �β Br ≤ I for all 0 < r ≤ 1.

4 Norm inequalities for quasi geometric mean. In this section, we show the main
norm inequalities related to the quasi geometric mean for positive definite matrices. By [5,
Lemma 5.5], we have the following quasi-geometric mean version of the Lie-Trotter formula:
If A and B are positive definite matrices, then for each β ∈ [−1, 0)

(4.1) A ♦β B = lim
p→0

(Ap �β Bp)
1
p

and so for each β ∈ [−1, 0)
∣∣∣
∣∣∣
∣∣∣(Ap �β Bp)

1
p

∣∣∣
∣∣∣
∣∣∣ decreases to |||A ♦β B||| as p ↓ 0. Hence we have

the following norm inequality for the quasi geometric mean of negative power:

Theorem 4.1. Let A and B be positive definite matrices. Then for every unitarily invariant
norm

|||A ♦β B||| ≤ |||A �β B||| for all β ∈ [−1, 0).
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Proof. By Theorem 3.2, it follows that
∣∣∣
∣∣∣
∣∣∣(Aq �β Bq)

1
q

∣∣∣
∣∣∣
∣∣∣ ≤

∣∣∣
∣∣∣
∣∣∣(Ap �β Bp)

1
p

∣∣∣
∣∣∣
∣∣∣ for all 0 < q < p

and as q → 0 and p = 1 we have the desired inequality by (4.1).

Theorem 4.2. Let A and B be positive definite matrices. Then for every unitarily invariant
norm

(4.2) |||A �β B||| ≤
∣∣∣∣∣∣A1−βBβ

∣∣∣∣∣∣ for all β ∈ [−1,− 1
2 ].

Proof. For the matrix norm ||·||, by the Araki-Cordes inequality ||BtAtBt|| ≤ ||(BAB)t|| for
all t ∈ [0, 1], we have for −1 ≤ β ≤ − 1

2

||A �β B|| =
∣∣∣
∣∣∣A 1

2 (A− 1
2 BA− 1

2 )βA
1
2

∣∣∣
∣∣∣

=
∣∣∣
∣∣∣A 1

2 (A
1
2 B−1A

1
2 )−βA

1
2

∣∣∣
∣∣∣

≤
∣∣∣
∣∣∣A− 1

2β A
1
2 B−1A

1
2 A− 1

2β

∣∣∣
∣∣∣
−β

by 1
2 ≤ −β ≤ 1

=
∣∣∣
∣∣∣A β−1

2β B−1A
β−1
2β

∣∣∣
∣∣∣
−β

≤
∣∣∣∣A1−βB2βA1−β

∣∣∣∣ 1
2 for 1

2 ≤ − 1
2β ≤ 1

=
∣∣∣
∣∣∣(A1−βB2βA1−β)

1
2

∣∣∣
∣∣∣

and this implies

λ1(A �β B) ≤ λ1((A1−βB2βA1−β)
1
2 ) = λ1(|BβA1−β |).

Replacing A and B by (5) of Lemma 2.1, we obtain

k∏
i=1

λi(A �β B) ≤
k∏

i=1

λi(|BβA1−β |) for k = 1, . . . , n.

Hence we have the weak log majorization A �β B ≺w(log)

∣∣BβA1−β
∣∣ and this implies

|||A �β B||| ≤
∣∣∣∣∣∣∣∣BβA1−β

∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣BβA1−β

∣∣∣∣∣∣ =
∣∣∣∣∣∣A1−βBβ

∣∣∣∣∣∣
for every unitarily invariant norm and so we have the desired inequality (4.2).

Remark 4.3. In Theorem 4.2, the inequality |||A �β B||| ≤
∣∣∣∣∣∣A1−βBβ

∣∣∣∣∣∣ does not always hold

for −1/2 < β < 0. In fact, if we put β = −1
3 , A =

(
2 1
1 2

)
and B =

(
2 1
1 1

)
, then we have

the matrix norm
∣∣∣
∣∣∣A �− 1

3
B

∣∣∣
∣∣∣ = 3.385 and

∣∣∣
∣∣∣A 4

3 B− 1
3

∣∣∣
∣∣∣ = 3.375, and so ||A �β B|| >

∣∣∣∣A1−βBβ
∣∣∣∣.

Theorem 4.4. Let A and B be positive definite matrices. Then for every unitarily invariant
norm

(4.3) |||A ♦β B||| ≤
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
B

βq
2 A(1−β)qB

βq
2

) 1
q

∣∣∣∣
∣∣∣∣
∣∣∣∣ ≤ |||A �β B||| for 0 < q ≤ 1

2 and β ∈ [−1, 0)

and

(4.4) |||A �β B||| ≤
∣∣∣∣∣∣A1−βBβ

∣∣∣∣∣∣ ≤
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
B

βp
2 A(1−β)pB

βp
2

) 1
p

∣∣∣∣
∣∣∣∣
∣∣∣∣ for p ≥ 2 and β ∈ [−1,−1

2 ].
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(
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∣∣∣∣ ≤ |||A �β B||| for 0 < q ≤ 1

2 and β ∈ [−1, 0)

and

(4.4) |||A �β B||| ≤
∣∣∣∣∣∣A1−βBβ

∣∣∣∣∣∣ ≤
∣∣∣∣
∣∣∣∣
∣∣∣∣
(
B

βp
2 A(1−β)pB

βp
2

) 1
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∣∣∣∣
∣∣∣∣ for p ≥ 2 and β ∈ [−1,−1

2 ].
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Proof. Since the first inequality in (4.3) follows from the Lie-Trotter formula (4.1), we show
the second inequality in (4.3). By Theorem 3.2, we have

∣∣∣
∣∣∣
∣∣∣(Ar �β Br)

1
r

∣∣∣
∣∣∣
∣∣∣ ≤ |||A �β B||| for all

0 < r ≤ 1. For the matrix norm ||·||, by the Araki-Cordes inequality ||(BAB)t|| ≤ ||BtAtBt||
for all t ≥ 1, we have for 0 < r ≤ 1

||A �β B|| ≥ ||Ar �β Br||
1
r

= ||Br �1−β Ar||
1
r

=
∣∣∣∣B r

2 (B− r
2 ArB− r

2 )1−βB
r
2
∣∣∣∣ 1

r

≥
∣∣∣
∣∣∣B βr

2(1−β) ArB
βr

2(1−β)

∣∣∣
∣∣∣
1−β

r

by 0 < 1
1−β < 1

≥
∣∣∣
∣∣∣B βr

4 A
(1−β)r

2 B
βr
4

∣∣∣
∣∣∣
2
r

by 1
2 < 1−β

2 ≤ 1.

If we put q = r
2 , then we have

∣∣∣∣
∣∣∣∣
(
B

βq
2 A(1−β)qB

βq
2

) 1
q

∣∣∣∣
∣∣∣∣ ≤ ||A �β B|| for 0 < q ≤ 1

2 and this

implies

λ1(
(
B

βq
2 A(1−β)qB

βq
2

) 1
q

) ≤ λ1(A �β B).

Replacing A and B by (5) of Lemma 2.1, we obtain

k∏
i=1

λ1(
(
B

βq
2 A(1−β)qB

βq
2

) 1
q

) ≤
k∏

i=1

λ1(A �β B) for k = 1, . . . , n,

which gives the second inequality in (4.3).
Next, for s ≥ 1, it follows from Theorem 3.2 that |||A �β B||| ≤

∣∣∣
∣∣∣
∣∣∣(As �β Bs)

1
s

∣∣∣
∣∣∣
∣∣∣. For the

matrix norm ||·||, we have

||A �β B|| ≤ ||As �β Bs||
1
s

=
∣∣∣∣A s

2 (A
s
2 B−sA

s
2 )−βA

s
2
∣∣∣∣ 1

s

≤
∣∣∣
∣∣∣A−(1−β)s

2β B−sA
−(1−β)s

2β

∣∣∣
∣∣∣
− β

s

by 1
2 ≤ −β ≤ 1

≤
∣∣∣
∣∣∣A(1−β)sB2βsA(1−β)s

∣∣∣
∣∣∣

1
2s

by 1
2 ≤ − 1

2β ≤ 1.

If we put p = 2s, then we have

||A �β B|| ≤
∣∣∣
∣∣∣A (1−β)p

2 BβpA
(1−β)p

2

∣∣∣
∣∣∣
1
p

= spr(A
(1−β)p

2 BβpA
(1−β)p

2 )
1
p

= spr(B
βp
2 A(1−β)pB

βp
2 )

1
p

=
∣∣∣
∣∣∣B βp

2 A(1−β)pB
βp
2

∣∣∣
∣∣∣
1
p

=
∣∣∣∣
∣∣∣∣
(
B

βp
2 A(1−β)pB

βp
2

) 1
p

∣∣∣∣
∣∣∣∣

for p ≥ 2, where spr(X) is the spectral radius of X. By the argument similar to above, we
have the inequality (4.4).
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Let A and B be positive definite matrices in Mn and β ∈ [−1, 0). Since there is the case
that (1−β)A+βB is not positive semidefinite, we have no relation between |||(1 − β)A + βB|||
and |||A �β B||| though (1 − β)A + βB ≤ A �β B. Suppose that A ≥ B. Then (1 − β)Ap +
βBp is positive definite for all p ∈ (0, 1]. In particular 0 < (1 − β)A + βB ≤ A �β B
and so |||(1 − β)A + βB||| ≤ |||A �β B||| for every unitarily invariant norm. Thus under the
assumption A ≥ B, we consider the refinement of this norm inequality. For this, we need
the following result due to J. I. Fujii [6]: A real valued continuous function f on an interval
J is matrix concave if and only if

(4.5) f((1 − β)H + βK) ≤ (1 − β)f(H) + βf(K)

for all Hermitian matrices H and K with σ(H), σ(K) and σ((1 − β)H + βK) ⊂ J and
β ∈ [−1, 0).

Let 0 < q < p ≤ 1. Then the function f(t) = t
q
p on [0,∞) is matrix concave and by

(4.5)

(4.6) ((1 − β)Ap + βBp)
q
p ≤ (1 − β)Aq + βBq.

Note that (1 − β)Ap + βBp > 0 for all p ∈ (0, 1] since A ≥ B. This implies that

λi ((1 − β)Ap + βBp)
q
p ≤ λi ((1 − β)Aq + βBq) for all i = 1, . . . , n.

Taking q-th roots of both sides, we obtain

λi ((1 − β)Ap + βBp)
1
p ≤ λi ((1 − β)Aq + βBq)

1
q for all i = 1, . . . , n

and so
∣∣∣
∣∣∣
∣∣∣((1 − β)Ap + βBp)

1
p

∣∣∣
∣∣∣
∣∣∣ is a decreasing function of p.

On the other hand, taking the logarithm of both sides in (4.6) and by (4.5), we obtain

log ((1 − β)Ap + βBp)
1
p ≤ 1

q
log ((1 − β)Aq + βBq)

≤ (1 − β) log A + β log B

and this implies

λi

(
log((1 − β)Ap + βBp)

1
p

)
≤ λi ((1 − β) log A + β log B) for all i = 1, . . . , n.

Taking the exponent of both sides, we obtain

λi ((1 − β)Ap + βBp)
1
p ≤ λi

(
e(1−β) log A+β log B

)
for all i = 1, . . . , n

and so ∣∣∣
∣∣∣
∣∣∣((1 − β)Ap + βBp)

1
p
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∣∣∣
∣∣∣e(1−β) log A+β log B

∣∣∣
∣∣∣
∣∣∣

for all p ∈ (0, 1]. Summing up, we obtain the following result:

Theorem 4.5. Let A and B be positive definite matrices in Mn such that A ≥ B and
β ∈ [−1, 0). Then for every unitarily invariant norm

|||(1 − β)A + βB||| ≤
∣∣∣
∣∣∣
∣∣∣((1 − β)Ap + βBp)
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p

∣∣∣
∣∣∣
∣∣∣ ≤ |||A ♦β B||| ≤ |||A �β B|||

for all p ∈ (0, 1].
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Finally, as an application, we show a refinement of the generalized Golden-Thompson
inequality in terms of the quasi geometric means. Let H and K be Hermitian matrices.
The Golden-Thompson trace inequality is

Tr[eH+K ] ≤ Tr[eHeK ].

Hiai-Petz [10] proved the complemented Golden-Thompson inequality:

∣∣∣∣∣∣eH �α eK
∣∣∣∣∣∣ ≤

∣∣∣
∣∣∣
∣∣∣e(1−α)H+αK

∣∣∣
∣∣∣
∣∣∣ for all α ∈ [0, 1]

for every unitarily invariant norm. By Theorem 4.1 and Theorem 4.2, we have a refinement
of the Golden-Thompson inequality in terms of the quasi geometric means:

∣∣∣
∣∣∣
∣∣∣e(1−β)H+βK

∣∣∣
∣∣∣
∣∣∣ ≤ ∣∣∣∣∣∣eH �β eK

∣∣∣∣∣∣ ≤
∣∣∣
∣∣∣
∣∣∣e(1−β)HeβK

∣∣∣
∣∣∣
∣∣∣

for all β ∈ [−1,− 1
2 ] and so

Tr[eH+K ] ≤ Tr[e
1

1−β H �β e
1
β K ] ≤ Tr[eHeK ].

In particular, if we put α = 1
2 and β = − 1

2 , then we have

Tr[e2H � 1
2

e2K ] ≤ Tr[eH+K ] ≤ Tr[e
2
3 H �− 1

2
e−2K ] ≤ Tr[eHeK ].
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Abstract. In this paper, we consider the relation existing between the solutions of the
following differential inclusions: (I) ẋ ∈ Γ(t, x), x(0) = 0 and (II) ẋ ∈ ext Γ(t, x), x(0) = 0
defined on a reflexive separable Banach space. In particular, we establish the sufficient
conditions which guarantee the set of solutions of (II) is dense in the set of solutions of
(I) with respect to the (weak) uniformly continuous topology.

Let (X, ∥ · ∥) be a real reflexive separable Banach space and T be a positive real number.
Let Γ : [0, T ] × X ↠ X be a correspondence (=multi-valued function). We consider a
relation existing between the sets of solutions of the following differential inclusions:

(I) ẋ ∈ Γ(t, x), x(0) = 0, and
(II) ẋ ∈ ext Γ(t, x), x(0) = 0,

where extA stands for the weak-closure of the extreme points of A. By a solution of (I) and
(II), we mean an absolutely continuous function x : [0, T ] → X that satisfies ẋ ∈ Γ(t, x(t))
a.e. in t ∈ [0, T ] and x(0) = 0 in the case of (I) and ẋ ∈ ext Γ(t, x(t)) a.e. in t ∈ [0, T ]
and x(0) = 0 in the case of (II). We denote by R and R∗ the set solutions of (I) and
(II) respectively. Tateishi [5, 6] established the existence of solutions of the differential
inclusions (I) under the following assumptions:

(i) Γ is nonempty and weakly compact-valued, i.e., Γ(t, x) is nonempty and weakly com-
pact for each (t, x) ∈ [0, T ]× X,

(ii) for each fixed t ∈ [0, T ], the correspondence t ↠ Γ(t, x) is continuous with respect to
the weak topology for X,

(iii) for each fixed x ∈ X, the correspondence t ↠ Γ(t, x) is measurable, and
(iv) there exists M > 0 such that sup{∥y∥ | y ∈ Γ(t, x), t ∈ [0, T ], x ∈ X} ≤ M .

Furthermore, Tateishi [6, 7] examined the relations existing between the solutions set of
(I) and (III): ẋ ∈ co Γ(t, x), x(0) = 0. The aim of this paper is to establish the relation
between the sets of solutions (I) and (II). Bressan [1, 2] established the existence of solutions
of both of the problems and obtained the closure result R = R∗ in the case that X is a
finite dimensional space. In this paper, we generalize his theorem to infinite dimensional
spaces.
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a.e. in t ∈ [0, T ] and x(0) = 0 in the case of (I) and ẋ ∈ ext Γ(t, x(t)) a.e. in t ∈ [0, T ]
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1. Preliminaries

In this section, we offer some notations and lemmata used in this paper.
Let (X, ∥·∥) be a reflexive separable Banach space with X∗ its dual. We denote by Xw the

space X endowed with the weak topology. Let S = {x ∈ X | ∥x∥ ≤ max(MT,M)} where
M and T are constants which appear in the Introduction section. The set S endowed with
the relative topology of Xw is denoted by Sw. The following proposition is from Larman
and Rogers [4, Theorem 2].

Proposition 1. Let E be a Hausdorff locally convex topological vector space. Let X be a
metrizable compact subset of E. Let V be the linear subspace generated by the set coX.
Then it is possible to introduce a norm on V so that the relative topologies of coX, as a
subset of E, and as a subset of the normed space V , coincide.

Xw is a Hausdorff locally convex topological vector space and Sw is a metrizable and
compact subset of Xw. Furthermore, the linear subspace generated by Sw is the whole
space X. Hence, we can, by the above proposition, introduce a norm ∥ · ∥w on Xw so
that the topology on Sw and the relative topology as a subset of the normed vector space
(X, ∥ · ∥w) coincide.

We denote by h the Hausdorff distance on Sw induced by ∥ · ∥w, that is, h(A,A′) =
max{supx∈A′ d(x,A), supx∈A d(x,A′)} for any closed subsets A,A′ of Sw, where d(x,A) =
inf{∥x− y∥w | y ∈ A}. For A ⊂ S and α > 0, we set B[A,α] = {x ∈ S | d(x,A) < α}. We
denote by µ, the Lebesgue measure defined on the interval [0, T ].

Lemma 1. Let (X, ∥·∥) be a normed linear space and Γ : X ↠ X be convex, compact-valued
and continuous. Then the map ext Γ : X ↠ X is lower hemi-continuous.

Proof. Let x0, y0 ∈ X with y0 ∈ ext Γ(x0) and {xn} be a sequence which converges to x0. We
must show that for some subsequence xn′ of xn and some yn′ ∈ ext Γ(xn′), we have yn′ → y0.
Since Γ is continuous, there exists a sequence yn ∈ Γ(xn) such that yn → y0. Since Γ is
compact and convex-valued, the Krein-Milman theorem implies that Γ(xn) = co ext Γ(xn).
Hence, for each n ∈ N, there exists αi

n ≥ 0,
∑

i α
i
n = 1 (i ∈ N), where only finitely many αi

n

are not equal to zero, and zin ∈ ext Γ(xn) such that ∥yn −
∑

i α
i
nz

i
n∥ ≤ 1/n. Let yin ∈ Γ(x0)

be such that ∥zin − yin∥ ≤ h(Γ(xn),Γ(x0)), where h is the Hausdorff metric defined by
∥ · ∥. Since Γ(x0) is compact, there exist, for each fixed i, converging subsequences yin′

to yi0 and αi
n′ to αi

0. Then
∑

i α
i
0y

i
0 = y0 and since y0 is an extreme point of Γ(x0), we

have each yi0 is equal to y0 for all i with αi
0 > 0. Let i∗ be such that αi∗

0 > 0. Then
lim supn′ ∥zi∗n′ − y0∥ ≤ lim supn′ ∥zi∗n′ − yi

∗
n′∥ + lim supn′ ∥yi∗n′ − y0∥ = 0. Hence yn′ also

converges to y0 and this completes the proof. □
Lemma 2. Let F : [0, T ] × Xw ↠ Xw be lower hemi-continuous and V ⊂ Xw be open.

Then the correspondence H : [0, T ] × Xw ↠ Xw defined by H(t, x) = F (t, x) ∩ V is lower
hemi-continuous, where A stands for the closure with respect to the weak topology of X.

Proof. Let K be a weakly closed subset of X. Then we have the following implications:

H(t, x) ⊂ K ⇔ F (t, x) ∩ V ⊂ K ⇔ F (t, x) ⊂ K ∪ V c.
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Since K ∪ V c is weakly closed and F is lower hemi-continuous, the set {(t, x) | H(t, x) ⊂
K} = {(t, x) | F (t, x) ⊂ K ∪ V c} is closed in [0, T ] × Xw. It follows that H is lower
hemi-continuous. □
Lemma 3. Let I0 ⊂ [0, T ] be a measurable set with µ(I0) = σ and let M and ϵ be given
positive real numbers. Then the solution ψ : [0, T ] → R of the differential equation

(1) ψ̇(t) = ψ(t) + 2MχI0(t) + 4ϵ, ψ(0) = 0

is positive, monotonically increasing and satisfies the following inequality:

ψ(T ) ≤ 2MσeT + 4ϵ(eT − 1).

Proof. It is easy to verify that the solution ψ is positive and monotonically increasing. By
calculating the solution ψ of (1) directly, we obtain

ψ(T ) = 2M ·
∫ T

0
χI0(s)e

(T−s)ds+ 4ϵ

∫ T

0
e(T−s)ds ≤ 2MσeT + 4ϵ(eT − 1).

□

2. Main Theorem

Theorem 1. Let Γ : [0, T ]× X ↠ X be a correspondence which satisfies the conditions:

(i) Γ is convex and weakly compact-valued, that is Γ(t, x) is convex and weakly compact
for each (t, x) ∈ [0, T ]× X,

(ii) Γ is continuous, where X is endowed with the weak topology.
(iii) h(Γ(t, x),Γ(t, y)) ≤ ∥x− y∥w, and
(iv) there exists M > 0 such that sup{∥y∥ | y ∈ Γ(t, x), t ∈ [0, T ], x ∈ X} ≤ M .

Then R = R∗, that is the set of solutions of (II) is dense in the set of solutions of (I) with
respect to the (weak) uniform convergence topology.

Proof. Step 1. Let v be a solution of (I) and let ϵ be a positive real number. Then there
exists, an open subset I0 of [0, T ] with µ(I0) < ϵ such that, for all t ∈ I1 = [0, T ] ∩ Ic0, v̇(t)
exists and lies in Γ(t, v(t)), and the restriction v̇ |I1 of v̇ to I1 is continuous. We may also
assume that [0, τ0] ⊂ I0 for some τ0 > 0.

Step 2. Let M be the set of {u, τ} of an absolutely continuous mapping u and a
positive constant 0 ≤ τ ≤ T such that u is defined on the closed interval [0, τ ] and satisfies
u̇ ∈ ext Γ(t, u(t)) a.e. in t ∈ [0, τ ], u(0) = 0,

(2) ∥u(τ)− v(τ)∥w ≤ ψ(τ), and

(3) ∥u(t)− v(t)∥w ≤ ψ(t) + 2Mϵ for all t ∈ [0, τ ],

where ψ is a solution of (1).
Step 3. Since [0, τ0] ⊂ I0, the pair {u, τ0} for every solution u of (II) satisfies the above

properties, thus the set M is nonempty. Let us define a partial ordering ≾M on M by
(u1, τ1) ≾M (u2, τ2) ⇔ τ1 ≤ τ2 and u2 is an extension of u1. Then Zorn’s lemma implies
that there exists a maximal element (u∗, τ∗) of M.
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hemi-continuous, where A stands for the closure with respect to the weak topology of X.

Proof. Let K be a weakly closed subset of X. Then we have the following implications:

H(t, x) ⊂ K ⇔ F (t, x) ∩ V ⊂ K ⇔ F (t, x) ⊂ K ∪ V c.

2 HIROSHI TATEISHI
ON THE BANG-BANG PRINCIPLE FOR DIFFERENTIAL INCLUSIONS 3

Since K ∪ V c is weakly closed and F is lower hemi-continuous, the set {(t, x) | H(t, x) ⊂
K} = {(t, x) | F (t, x) ⊂ K ∪ V c} is closed in [0, T ] × Xw. It follows that H is lower
hemi-continuous. □
Lemma 3. Let I0 ⊂ [0, T ] be a measurable set with µ(I0) = σ and let M and ϵ be given
positive real numbers. Then the solution ψ : [0, T ] → R of the differential equation

(1) ψ̇(t) = ψ(t) + 2MχI0(t) + 4ϵ, ψ(0) = 0

is positive, monotonically increasing and satisfies the following inequality:

ψ(T ) ≤ 2MσeT + 4ϵ(eT − 1).

Proof. It is easy to verify that the solution ψ is positive and monotonically increasing. By
calculating the solution ψ of (1) directly, we obtain

ψ(T ) = 2M ·
∫ T

0
χI0(s)e

(T−s)ds+ 4ϵ

∫ T

0
e(T−s)ds ≤ 2MσeT + 4ϵ(eT − 1).

□

2. Main Theorem

Theorem 1. Let Γ : [0, T ]× X ↠ X be a correspondence which satisfies the conditions:

(i) Γ is convex and weakly compact-valued, that is Γ(t, x) is convex and weakly compact
for each (t, x) ∈ [0, T ]× X,

(ii) Γ is continuous, where X is endowed with the weak topology.
(iii) h(Γ(t, x),Γ(t, y)) ≤ ∥x− y∥w, and
(iv) there exists M > 0 such that sup{∥y∥ | y ∈ Γ(t, x), t ∈ [0, T ], x ∈ X} ≤ M .

Then R = R∗, that is the set of solutions of (II) is dense in the set of solutions of (I) with
respect to the (weak) uniform convergence topology.

Proof. Step 1. Let v be a solution of (I) and let ϵ be a positive real number. Then there
exists, an open subset I0 of [0, T ] with µ(I0) < ϵ such that, for all t ∈ I1 = [0, T ] ∩ Ic0, v̇(t)
exists and lies in Γ(t, v(t)), and the restriction v̇ |I1 of v̇ to I1 is continuous. We may also
assume that [0, τ0] ⊂ I0 for some τ0 > 0.

Step 2. Let M be the set of {u, τ} of an absolutely continuous mapping u and a
positive constant 0 ≤ τ ≤ T such that u is defined on the closed interval [0, τ ] and satisfies
u̇ ∈ ext Γ(t, u(t)) a.e. in t ∈ [0, τ ], u(0) = 0,

(2) ∥u(τ)− v(τ)∥w ≤ ψ(τ), and

(3) ∥u(t)− v(t)∥w ≤ ψ(t) + 2Mϵ for all t ∈ [0, τ ],

where ψ is a solution of (1).
Step 3. Since [0, τ0] ⊂ I0, the pair {u, τ0} for every solution u of (II) satisfies the above

properties, thus the set M is nonempty. Let us define a partial ordering ≾M on M by
(u1, τ1) ≾M (u2, τ2) ⇔ τ1 ≤ τ2 and u2 is an extension of u1. Then Zorn’s lemma implies
that there exists a maximal element (u∗, τ∗) of M.
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Step 4. Since ϵ > 0 is arbitrary, the equations (2) and (3) imply that the solution u∗ of
(II) can be arbitrarily near to the solution v with respect to the (weak) uniform convergence
topology on [0, τ∗]. In the following two steps, we show that τ∗ obtained in Step 3 equals
T . In this step, we consider the case τ∗ ∈ I0. Then, since I0 is open, there exists a positive
number δ such that [τ∗, τ∗ + δ] ⊂ I0. Then, we have an absolutely continuous function
w : [τ∗, τ∗+ δ] → X satisfying ẇ(t) ∈ ext Γ(t, w(t)) for t ∈ [τ∗, τ∗+ δ], w(τ∗) = u∗(τ∗). Let
us define w∗ : [0, τ∗ + δ] → X by

w∗(t) =

{
u∗(t) for t ∈ [0, τ∗]
w(t) for t ∈ [τ∗, τ∗ + δ].

Then, for t ∈ [τ∗, τ∗ + δ], we obtain the estimation:

∥w∗(t)− v(t)∥w

≤ ∥w∗(τ∗)− v(τ∗)∥w +

∫ t

τ∗
∥ẇ∗(s)− v̇(s)∥wds

≤ ∥w∗(τ∗)− v(τ∗)∥w +

∫ t

τ∗
2MχI0(s)ds

≤ ψ(τ∗) +

∫ t

τ∗
ψ̇(s)ds = ψ(t),

where the first inequality is an immediate consequence of the fundamental theorem of
calculus, and the second follows from assumption (iv) and the third from (2) and the
definition of ψ. Thus w∗ belongs to M, which contradicts the maximality of u∗.

Step 5. In this step, we consider the case τ∗ ∈ I1. By assumption (iii) and (2), we
have y∗ ∈ Γ(τ∗, u∗(τ∗)) such that ∥y∗ − v̇(τ∗)∥w ≤ ψ(τ∗). Since v̇∗ |I1 is continuous by
assumption and ext Γ : I1 × Xw ↠ Xw is lower hemi-continuous by Lemma 1, we have a
positive constant 0 < δ ≤ ϵ such that ∥v̇∗(t)− v̇∗(τ)∥w < ϵ for t ∈ I1 ∩ [τ∗, τ∗ + δ], and

(4) ext Γ(τ∗, u∗(τ∗)) ⊂ B[ext Γ(t, x), ϵ] for t ∈ [τ∗, τ∗ + δ] and x ∈ B[u∗(τ∗),Mδ].

By the Krein-Milman theorem, we have: y∗ ∈ Γ(τ∗, u∗(τ∗)) = co ext Γ(τ∗, u∗(τ∗)),
where co stands for the closed convex hull of A. Thus we obtain, for any ϵ > 0, finite
points y1, y2, . . . , ym in ext Γ(τ∗, u∗(τ∗)) and nonnegative real numbers λ1, λ2, . . . , λm with∑m

i=1 λi = 1 such that ∥y∗ −
∑

i λiyi∥w < ϵ. Then we obtain, by Lyapunov’s convexity
theorem, a set of m measurable partition J0, J1, . . . , Jm such that t < s for t ∈ Ji, s ∈ Jj
with i < j,∪iJi = I1 ∩ [τ∗, τ∗ + δ], and µ(Ji) = λiµ(I1 ∩ [τ∗, τ∗ + δ]). For t ∈ [τ∗, τ∗ + δ],
we set

H(t, x) =

{
ext Γ(t, x) if t ∈ I0
ext Γ(t, x) ∩B[yi, ϵ] if t ∈ Ji.

Then by (4), yi ∈ ext Γ(τ∗, u∗(τ∗)) ⊂ B[ext Γ(t, x), ϵ] for i = 1, 2, . . . ,m, t ∈ [τ∗, τ∗ + δ],
and x ∈ B[u∗(τ∗),Mδ]. It follows that ext Γ(t, x) ∩B[yi, ϵ] ̸= ∅ and hence, H(t, x) ̸= ∅ for
such pair (t, x). In view of Lemma 2, the restriction of H to each of the product spaces
I0 × B[u∗(τ),Mδ] and Ji × B[u∗(τ),Mδ] is lower hemi-continuous. Thus H is almost
lower hemi-continuous and we have an absolutely continuous function uδ : [τ∗, τ∗ + δ] →
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X satisfying the following conditions: uδ(τ
∗) = u∗(τ∗), and u̇δ(t) ∈ H(t, uδ(t)) a.e. in

[τ∗, τ∗ + δ] (see, e.g., Deimling [3,Theorem 9.3]). Let us define w∗ : [0, τ∗ + δ] → X by

w∗(t) =

{
u∗(t) for t ∈ [0, τ∗]
uδ(t) for t ∈ [τ∗, τ∗ + δ].

Then, w∗ can be seen to be an element of M as follows. First, we verify that w∗ satisfies
the condition (2) for τ = τ∗+ δ. Setting I∗0 = I0∩ [τ∗, τ∗+ δ], I∗1 = I1∩ [τ∗, τ∗+ δ], we have

∥w∗(τ∗ + δ)− v(τ∗ + δ)∥w

≤ ∥w∗(τ∗)− v(τ∗)∥w + ∥
∫ τ∗+δ

τ∗
[u̇δ(t)− v̇(t)]dt∥w

≤ ψ(τ∗) +

∫

I∗0

∥u̇δ(t)− v̇(t)∥wdt+ ∥
m∑
i=1

∫

Ji

u̇δ(t)dt−
∫

I∗1

v̇(t)dt∥w

≤ ψ(τ∗) + 2Mµ(I∗0 ) +
m∑
i=1

∫

Ji

∥u̇δ(t)− yi∥wdt+ µ(I∗1 )∥
m∑
i=1

λiyi − y∗∥w

+ δ∥y∗ − v̇(τ∗)∥w + ϵµ(I∗1 )

≤ ψ(τ∗) + 2Mµ(I∗0 ) + 4ϵµ(I∗1 ) + δ∥y∗ − v̇(τ∗)∥w

≤ ψ(τ∗) +

∫ τ∗+δ

τ∗
(2MχI0(t) + 4ϵt)dt+ δψ(τ∗) ≤ ψ(τ∗ + δ),

where the first inequality is a consequence of the fundamental theorem of calculus. In the
second inequality, the interval [τ∗, τ∗ + δ] splits into I∗0 and I∗1 . The third inequality uses
the relation µ(Ji) = λiµ(I

∗
1 ).

Let us now turn to the condition (3): for each t with τ∗ ≤ t ≤ τ∗ + δ, we have

∥w∗(t)− v(t)∥w

≤ ∥w∗(τ∗)− v(τ∗)∥w + 2M(t− τ)

≤ ψ(τ∗) + 2Mϵ

≤ ψ(t) + 2Mϵ.

Step 6. Since w∗ belongs to M, u∗ is not a maximal element of M, which is a contra-
diction. Thus we conclude that u∗ is defined on the whole interval [0, T ].

Step 7. We have shown, in the above various steps, that, for each solution v of differ-
ential inclusion (II) and each ϵ > 0, there exists a solution u∗ of the differential inclusion
(I) such that ∥u∗(t)− v(t)∥w ≤ ψ(t) + 2Mϵ for all t ∈ [0, T ] and hence

sup
t∈[0,T ]

∥u∗(t)− v(t)∥w

≤ ψ(t) + 2Mϵ

≤ ϵ(2MeT + 4(eT − 1) + 2M).

Since ϵ > 0 is arbitrary, this completes the proof of Theorem 1.
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Communicated by Jun Kawabe

Scientiae Mathematicae Japonicae 1

Abstract.

Let R = ⊕n∈ZRn be a strongly graded ring of type Z. In [6], it is shown that if R0

is a maximal order, then so is R. We define a concept of Z-invariant maximal order
and show R0 is a Z-invariant maximal order if and only if R is a maximal order. We
provide examples of R0 which are Z-invariant maximal orders but not maximal orders.

1 Introduction Let R = ⊕n∈ZRn be a strongly graded ring of type Z, where Z is the
ring of integers. We always assume that R0, the degree zero part, is a prime Goldie ring
with its quotient ring Q0 and C0 = {c ∈ R0 | c is regular in R0}, which is a regular Ore set
of R and the ring of fractions Qg of R at C0 has the following properties:

(i). Qg = ⊕n∈ZQ0Rn(Q0Rn = RnQ0).

(ii). Qg = Q0[X,X−1, σ] for some automorphism σ of R0 ([6, 1.3]) and so

(iii). Qg is a left and right principal ideal ring.

We denote by the quotient ring of R by Q. We define a concept of Z-invariant maximal
order in order to get the following three conditions are equivalent: (i) R0 is a Z-invariant
maximal order (ii) R is a maximal order (iii) R is a graded maximal order. We give ex-
amples of R0 which are Z-invariant maximal orders but not maximal orders. We refer the
readers to [7] or [8] and [9] for some elementary properties and some definitions of order
theory and graded ring theory which are not mentioned in the paper.

2 The proof of Theorem Since Qg is the quotient ring of R at C0, the following lemma
follows from the proof of [2, Theorem 1.31].

Lemma 1 Let A be an ideal of R. Then AQg = QgA.

Lemma 2 Let A0 be an ideal of R0. Then the right ideal A0R is an ideal of R if and only
if RnA0 = A0Rn for all n ∈ Z. In this case, A0R is a graded ideal.

Proof. If A0R is an ideal of R, then RnA0R−n ⊆ A0, that is, RnA0 ⊆ A0Rn for all n ∈ Z
and so R−nA0 ⊆ A0R−n also follows. Hence RnA0 = A0Rn. Conversely if RnA0 = A0Rn

for all n ∈ Z, then it is easy to see that A0R is an ideal of R.
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2

Definition 1

(1). A left and right R0-submodule A0 of Q0 is called Z-invariant if RnA0 = A0Rn for all
n ∈ Z.

(2). R0 is called a Z-invariant maximal order in Q0 if Ol(A0) = R0 = Or(A0) for any
nonzero Z-invariant ideal A0 of R0.

(3). (10, p.205) R is a graded maximal order in Qg if for each graded over-ring S such that
R ⊆ S ⊆ Qg and aSb ⊆ R for some regular homogeneous elements a, b ∈ Qg, it follows
R = S.

Lemma 3

(1). Let A0 and B0 be Z-invariant left and right R0-submodules in Q0. Then A0B0 is
Z-invariant.

(2). Let A0 be a Z-invariant left R0-ideal which is a right R0-submodule in Q0 and B0 be a
Z-invariant right R0-ideal which is a left R0-submodule in Q0. Then C0 = {r0 ∈ R0 |
A0r0 ⊆ R0} and D0 = {r0 ∈ R0 | r0B0 ⊆ R0}) are both Z-invariant.

Proof.

(1). It is clear.

(2). R0 ⊇ A0C0 impliesR0 ⊇ RnA0C0R−n = A0RnC0R−n for all n ∈ Z and so RnC0R−n ⊆
C0 and also R−nC0Rn ⊆ C0. Hence C0Rn = RnC0 for all n ∈ Z, that is, C0 is Z-
invariant. Similarly D0 is Z-invariant.

Lemma 4 The following conditions are equivalent.

(1). R0 is a Z-invariant maximal order.

(2). Ol(A0) = R0 for each Z-invariant left R0-ideal A0 which is a right R0-submodule in Q0,
and Or(B0) = R0 for each Z-invariant right R0-ideal B0 which is a left R0-submodule
in Q0.

Proof.
(2) ⇒ (1) This is a special case.
(1) ⇒ (2) Let A0 be a Z-invariant left R0-ideal which is a right R0-submodule in Q0 and
let C0 = { r0 ∈ R0 | A0r0 ⊆ R0 }. Then A0C0 is a Z-invariant ideal of R0 by Lemma 3.
Thus R0 = Ol(A0C0) ⊇ Ol(A0) ⊇ R0 and so Ol(A0) = R0 follows. Similarly if B0 is a
Z-invariant right R0-ideal which is a left R0-submodule in Q0, then Or(B0) = R0.

Theorem 1 Let R = ⊕n∈ZRn be a strongly graded ring of type Z. Then the following
conditions are equivalent:

(1). R0 is a Z-invariant maximal order in Q0.

(2). R is a maximal order in Q.

(3). R is a graded maximal order in Qg.
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Proof.
(1) ⇒ (2) Let S be an over-ring of R such that aSb ⊆ R for some regular a, b ∈ Q. We
may assume that a, b ∈ R. Put T = R + RaS, an over-ring of R with Tb ⊆ R. We claim
T = R. Since TbR is an ideal of R, it follows from Lemma 1 that TbQg = TbRQg =
uQg = Qgu for some regular element u ∈ Qg since Qg is a principal ideal ring. For any
t ∈ T , tu ∈ TbQg = Qgu and so t ∈ Qg. Thus T ⊆ Qg follows. For any n ∈ Z, let
Cn(T ) = {an ∈ Q0Rn | ∃t = an + an1 + · · · + anl

∈ T such that n > ni(1 ≤ i ≤ l)} ∪ {0},
which is a left and right R0-submodule of Qg. It is easy to see that Cn(T ) = RnC0(T ) =
C0(T )Rn. So, in particular, C0(T ) is a Z-invariant over-ring of R0. To prove that C0(T )
is a left R0-ideal, write b = bk+ (the lower degree parts). Since Tb ⊆ R, it follows that
R0 ⊇ C−k(T )bk = C0(T )R−kbk and so R0 ⊇ C0(T )R−kbkR0. Hence C0(T ) is a left R0-ideal
since R−kbkR0 is a non-zero ideal of R0 and is a right R0-submodule. Thus, by Lemma
4, Ol(C0(T )) = R0 and R0 ⊆ C0(T ) ⊆ Ol(C0(T )) = R0 since C0(T ) is an over-ring of R0,
which implies R0 = C0(T ) and Rn = RnC0(T ) = Cn(T ) for all n ∈ Z. Hence T = R follows.
Since aS ⊆ RaS ⊆ T = R, the left version of the above proof shows that S = R. Hence R
is a maximal order in Q.
(2) ⇒ (3) This is a special case.
(3) ⇒ (1) Let A0 be a Z-invariant ideal of R0. By Lemma 2, A0R is a graded ideal of R.
Thus it follows from [6, Lemma 1.5] that ROl(A0) = Ol(A0R) = R = Or(RA0) = Or(A0)R
and so Ol(A0) = R0 = Or(A0). Hence R0 is a Z-invariant maximal order in Q0.

Finally, we give some examples of maximal orders R such that R0 are Z-invariant max-
imal orders but not maximal orders.

Let R0 be a hereditary Noetherian prime ring (an HNP ring for short) with its quotient
ring Q0 satisfying the following conditions:

(a). There is a cycle M01, . . . ,M0n (n ≥ 2) so that X = M01 ∩ · · · ∩ M0n is a maximal
invertible ideal of R0.

(b). Any maximal ideal different from M0i(1 ≤ i ≤ n) is invertible.

See [1] and [5] for examples of HNP rings satisfying (a) and (b) ( the simplest example is(
Z pZ
Z Z

)
, where p is a prime number). Let

R = ⊕n∈ZX
n(Rn = Xn)

a strongly graded ring of type Z, and A0 be an eventually idempotent ideal of R0. Then
there are M0i1 , . . . ,M0ir ij ∈ {1, . . . , n}( r < n) which are the full set of maximal ideals
containing A0. Thus A0 is not a Z-invariant ideal by [4, Theorem 14].

Hence R0 is a Z-invariant maximal order since an ideal of R0 is Z-invariant if and only
if it is invertible by [3, Theorem 2.9 and 4.2].
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Abstract. Lowest weight representations of the Z2 ⊗ Z2 graded superalgebra intro-
duced by Rittenberg and Wyler are investigated. We give a explicit construction of
Verma modules over the Z2 ⊗ Z2 graded superalgebra and show their reducibility by
using singular vectors. The explicit formula of singular vectors are given and are used
to derive partial differential equations invariant under the color supergroup generated
by the Z2 ⊗ Z2 graded superalgebra.

1 Introduction. The present work aims to study representations of a Z2⊗Z2 graded Lie
superalgebra (also called color superalgebra) and its application to differential equations.
We focus on a simple example of color superalgebras for the sake of simplicity and investigate
Verma modules over it. The result is used to derive the partial differential equations which
are invariant under the Z2⊗Z2 graded Lie supergroup generated by the color superalgebra.

Color superalgebras are a generalization of Lie superalgebras introduced by Rittenberg
and Wyler [1, 2] (see also [3, 4]). The idea of generalization is to extend the Z2 graded
structure of the underlying vector space of Lie superalgebra to more general abelian groups.
The group Z2⊗Z2, discussed here, is the simplest non-trivial example of the generalization.
During the last four decades, structure theory, classification of possible color superalgebras
of given dimension etc. have been studied by many authors. See, for example, [5, 6, 7, 8, 9,
10, 11, 12, 13] and references therein. However, applications of color superalgebras to math-
ematical and physical problems are very limited [14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. In
[22, 23] it is shown that symmetries of a first order linear partial differential equation, called
the Lévy-Leblond equation [24], are generated by a Z2 ⊗ Z2 graded superalgebra. The au-
thors seek symmetry operators of the Lévy-Leblond equation systematically and found that
they do not close as a Lie algebra or superalgebra but do in a Z2 ⊗Z2 graded superalgebra.
Here, we reverse the argument. We start with a simple example of Z2 ⊗Z2 graded superal-
gebra and then study its lowest weight representations and their irreducibility. Reducibility
of the representations is detected by the existence of singular vectors. Explicit formulae of
the singular vectors allows us to write down invariant partial differential equations. This
is a generalization of the method developed for semi-simple Lie groups [25] to the Z2 ⊗ Z2

setting. Thus we shall see the method is valid beyond the semi-simple Lie groups.
The plan of this paper is as follows. In the next section we give a definition of Z2 ⊗ Z2

graded superalgebra and present the one, denoted by g, investigated in this work. Lowest
weight Verma modules over g are studied in §3. After discussing the failure of the naive
approach, we construct Verma modules over g by using a trick. A list of all singular vectors
in the Verma modules is presented with an explicit formulae of the singular vectors. The
formulae of the singular vectors are used to find differential equations whose symmetries
are generated by g in §4. Summary and some remarks are given in §5.

2010 Mathematics Subject Classification. 17B75,76M60 .
Key words and phrases. Z2 ⊗ Z2 graded superalgebra, Verma modules, singular vectors, invariant

PDEs .
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2 Definition of Z2 ⊗ Z2 graded superalgebra. Let g be a vector space over C (or R)
which is a direct sum of four subspaces labelled by an element of the group Z2 ⊗ Z2 :

(2.1) g = g(0,0) ⊕ g(0,1) ⊕ g(1,0) ⊕ g(1,1).

An inner product of two Z2 ⊗ Z2 vectors α = (α1, α2), β = (β1, β2) is defined as usual:

(2.2) α · β = α1β1 + α2β2.

Now we give a definition of Z2 ⊗ Z2 graded superalgebra according to [1, 2].

Definition 2.1. If g admits a bilinear form � , � : g × g → g satisfying the following three
relations, then g is called a Z2 ⊗ Z2 graded color superalgebra:

1. �gα, gβ� ⊆ gα+β,

2. �Xα, Xβ� = −(−1)α·β �Xβ, Xα�,
3. �Xα, �Xβ, Xγ��(−1)α·γ + cyclic perm. = 0,

where Xα ∈ gα and the third relation is called the graded Jacobi identity.

When the inner product α·β is an even integer the graded Lie bracket � , � is understood
as a commutator, while it is an anticommutator if α · β is an odd integer. If N = 1, then
Definition 2.1 is identical to the definition of Lie superalgebras so that the color superalgebra
is a natural generalization of Lie superalgebra.

The Z2 ⊗ Z2 graded superalgebra investigated in this work is eight dimensional and its
basis and grading are given as follows:

(2.3)

(0, 0) : A−, A+, N
(1, 0) : b−, b+

(0, 1) : a−, a+

(1, 1) : F

The basis satisfy the relations (only non-vanishing ones are presented):

[A−, A+] = 4N, [A−, N ] = 2A−, [A+, N ] = −2A+,

[A−, b+] = 2b−, [A+, b−] = −2b+, [N, b−] = −b−, [N, b+] = b+,

[A−, a+] = 2a−, [A+, a−] = −2a+, [N, a−] = −a−, [N, a+] = a+,

{b−, b−} = 2A−, {b−, b+} = 2N, {b+, b+} = 2A+,

[b−, a+] = F, [b+, a−] = −F, {b−, F} = 2a−, {b+, F} = 2a+,

{a−, a−} = 2A−, {a−, a+} = 2N, {a+, a+} = 2A+,

{a−, F} = 2b−, {a+, F} = 2b+.(2.4)

One may see from the defining relations that the color superalgebra has two osp(1, 2) sub-
algebras, 〈 A±, N, a± 〉 and 〈 A±, N, b± 〉. This color superalgebra was given in [1] as one
of the non-trivial examples of Z2 ⊗ Z2 graded superalgebras. It is also discussed in [13] as
an Z2 ⊗ Z2 extension of the superalgebra generated by boson and fermion operators. We
denote the color superalgebra (2.3) by g.

Lemma 2.2. The superalgebra g admits an algebra anti-involution ω : g → g defined by

(2.5) ω(X±) = X∓, ω(Y ) = Y, X± = A±, a±, b±, Y = N, F

VERMA MODULES AND INVARIANT DIFFERENTIAL EQUATIONS 3

Proof. It is checked by straightforward computation.

Next we give a definition of the Z2 ⊗ Z2 graded Grassmann numbers which was also
introduced in [2].

Definition 2.3. Let α ∈ Z2 ⊗ Z2 and ζα,i be a basis of a vector space over the same field
as g. If the basis satisfies the relations

(2.6) �ζα,i, ζβ,j� = 0,

then we call ζα,i the Z2 ⊗ Z2 graded Grassmann numbers.

An extension of an integral and a derivative of the ordinary Grassmann numbers to
Z2 ⊗Z2 setting is discussed in [11]. We use the Z2 ⊗Z2 graded Grassmann numbers in the
subsequent sections. The basis ζα,i may be realized in terms of the ordinary Grassmann
numbers and the Clifford algebra [13]. Let us recall that the Clifford algebra Cl(p, q) is a
unital algebra generated by γi (i = 1, 2, . . . , N = p + q) subject to the relations:

(2.7) {γi, γj} = 2ηij , η = diag(+1, . . . , +1︸ ︷︷ ︸
p

,−1, . . . ,−1︸ ︷︷ ︸
q

)

The Cl(p, q) is a 2N dimensional algebra whose elements are given by a product of the
generators:

1, γi, γiγj , γiγjγk, . . . , γ1γ2 · · · γN

Lemma 2.4. The Z2 ⊗ Z2 graded Grassmann numbers ζα,i are realized in terms of the
ordinary Grassmann number ξµ and the Clifford algebra Cl(p, q), p + q = 2 :

ζ(0,0),m = 1 ⊗ xm, ζ(1,0),µ = γ1 ⊗ ξµ,

ζ(0,1),µ = γ2 ⊗ ξµ, ζ(1,1),m = γ1γ2 ⊗ xm,

where xm ∈ R.

3 Verma modules and their reducibility. We want to investigate the lowest weight
representations of g by employing the standard procedure of Lie theory [26]. However, it
turns out that the naive approach is not successful in defining Verma modules over g. We
begin with the failure of the naive construction of Verma modules and then consider a
modified approach.

3.1 Failure of the naive construction. The algebra g has a natural triangular decom-
position:

g+ = 〈 A+, a+, b+ 〉,
g0 = 〈 N, F 〉,
g− = 〈 A−, a−, b− 〉.(3.1)

This is based on the eigenvalues of adN which are given as follows:

+2 +1 0 −1 −2
A+ a+, b+ N, F a−, b− A−

The anti-involution ω (2.5) acts on the subspaces as

(3.2) ω(g±) = g∓, ω(g0) = g0
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turns out that the naive approach is not successful in defining Verma modules over g. We
begin with the failure of the naive construction of Verma modules and then consider a
modified approach.

3.1 Failure of the naive construction. The algebra g has a natural triangular decom-
position:

g+ = 〈 A+, a+, b+ 〉,
g0 = 〈 N, F 〉,
g− = 〈 A−, a−, b− 〉.(3.1)

This is based on the eigenvalues of adN which are given as follows:

+2 +1 0 −1 −2
A+ a+, b+ N, F a−, b− A−

The anti-involution ω (2.5) acts on the subspaces as

(3.2) ω(g±) = g∓, ω(g0) = g0
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and it is easy to see that �g0, g±� ⊆ g± and �g±, g±� ⊆ g±. Therefore, (3.1) is a natural
triangular decomposition of g.
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It follows that

(3.4) A− |h, ϕ〉 = b− |h, ϕ〉 = 0.

Then the Verma modules over g are defined by M(h, ϕ) = U(g+) ⊗ |h, ϕ〉 where U(g+) is
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(3.5) |k, �〉 = (a+)k(b+)� |h, ϕ〉 , k, � ∈ Z≥0
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3.2 Verma modules and singular vectors. To overcome the difficulty in §3.1 we use
a Z2 ⊗ Z2 graded Grassmann number ζ of degree (1, 1). Suppose further that ζ2 = 1.
Legitimacy of the assumption is ensured by Lemma 2.4 since ζ may be realized by using
Cl(1, 1). Now we define a new basis of g:

(3.6) c± =
1√
2
(a− ± b−ζ), d± =

1√
2
(a+ ± ζb+), F̃ =

1
2
ζF.

The non-vanishing defining relations for the new basis are written as

{c+, c−} = 2A−, {d+, d−} = 2A+, {c±, d±} = 2(N ∓ F̃ ),

[F̃ , c±] = ∓c±, [F̃ , d±] = ±d±.(3.7)

We remark that c± and d± are nilpotent and that c± anticommutes with d∓. The anti-
involution ω (2.5) is extended to the new basis (3.6) by setting ω(ζ) = 1 :

(3.8) ω(c±) = d±, ω(F̃ ) = F̃ .

In fact, this change of basis converts the Z2 ⊗ Z2 graded superalgebra to an ordinary
superalgebra of Z2 grading. Due to the degree of ζ, the degree of c± and d± are all (0, 1),
while the degree of F̃ is (0, 0). Thus one may consider representations of the Z2 graded
algebra, then convert it to the ones for Z2 ⊗ Z2 grading.

The present choice of the basis of g diagonalize adN and adF̃ . Their eigenvalues are
summarized as

(3.9)
A+ (+2, 0), A− (−2, 0), c+ (−1,−1), c− (−1, +1),

N (0, 0), F̃ (0, 0), d+ (+1, +1), d− (+1,−1).

We introduce the triangular decomposition of g according to the eigenvalue of adN :

(3.10) g+ = 〈 A+, d± 〉, g0 = 〈 N, F̃ 〉, g− = 〈 A−, c± 〉.

Define the lowest weight vector |h, f〉 by

(3.11) c± |h, f〉 = 0, N |h, f〉 = h |h, f〉 , F̃ |h, f〉 = f |h, f〉 .
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It then follows that A− |h, f〉 = 0. We define the Verma modules over g by a space induced
from |h, f〉 by M(h, f) = U(g+) ⊗ |h, f〉 . The natural basis of M(h, f) is given by

(3.12) |k, µ, ν〉 = (A+)k(d+)µ(d−)ν |h, f〉 , k ∈ Z≥0, µ, ν ∈ {0, 1}

It is then straightforward to compute the action of g on M(h, f). The action of g0 yields

N |k, µ, ν〉 = (h + 2k + µ + ν) |k, µ, ν〉 ,

F̃ |k, µ, ν〉 = (f + µ − ν) |k, µ, ν〉 .(3.13)

The action of g+ is given by

A+ |k, µ, ν〉 = |k + 1, µ, ν〉 ,

d+ |k, µ, ν〉 = δµ,0 |k, µ + 1, ν〉 ,

d− |k, µ, ν〉 = (−1)µδν,0 |k, µ, ν + 1〉 + δµ,12 |k + 1, µ − 1, ν〉 .(3.14)

The action of g− is summarized as

A− |k, µ, ν〉 = 4k(h + k + µ + ν − 1) |k − 1, µ, ν〉 + δµ,1δν,14(h + f) |k, µ − 1, ν − 1〉 ,

c + |k, µ, ν〉 = δµ,12(h + 2k + 2ν − f) |k, µ − 1, ν〉 + (−1)µδν,02k |k − 1, µ, ν + 1〉 ,

c− |k, µ, ν〉 = (−1)µδν,12(h + f) |k, µ, ν − 1〉 + δµ,02k |k − 1, µ + 1, ν〉 .(3.15)

We have successfully obtained the Verma modules over g.
Let us now discuss reducibility of the Verma modules. This may be done by singular

vectors [26]. The existence of the singular vector, by definition, means that M(h, f) is
reducible. The Verma module M(h, f) has a natural grading as a vector space:

(3.16) M(h, f) =
⊕
m∈N

Mm(h, f), Mm(h, f) = { |v〉 ∈ M(h, f) | N |v〉 = (h + m) |v〉 }

where N is the set of non-negative integers. In the basis (3.12), the integer m is given by
m = 2k + µ + ν and we call m the level. Any singular vector is an eigenvector of N so that
it must be an element of a subspace Mm(h, f). We give a complete list of singular vectors
in M(h, f).

Theorem 3.1. M(h, f) has precisely one singular vector if h, f satisfy one of the following
conditions:

(1) h = f : The singular vector is |0, 1, 0〉 .

(2) h = −f : The singular vector is |0, 0, 1〉 .

(3) h = −n and f �= n for a positive integer n : The singular vector exists at level 2n
subspace and given by

(3.17) |n, 0, 0〉 +
n

f − n
|n − 1, 1, 1〉 .

Proof. First of all, we note that dim Mm(h, f) = 2 for any level m. If the level m = 2n + 1
is odd, then Mm(h, f) is spanned by |n, 0, 1〉 and |n, 1, 0〉 , while if m = 2n, then Mm(h, f)
is spanned by |n, 0, 0〉 and |n − 1, 1, 1〉 . We study the odd and even level separately.
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(i) m = 2n + 1. Since |n, 0, 1〉 and |n, 1, 0〉 have distinct eigenvalues of F̃ , singular vector
is not a linear combination of the two vectors. Requirement that |n, 0, 1〉 is annihilated by
the action of g− provides the relations

(3.18) n = 0, h + f = 0.

The same argument for |n, 1, 0〉 provides the relations

(3.19) n = 0, h − f = 0.

This proves (1) and (2) of the theorem.

(ii) m = 2n. A singular vector, if any, may be written as

(3.20) |u〉 = |n, 0, 0〉 + α |n − 1, 1, 1〉

with a constant α. |u〉 is an eigenvector of F̃ with the eigenvalue f. The requirement that
the action of g− annihilate |u〉 gives the relations

n + α(h + 2n − f) = 0,

n − α(h + f) = 0,

n(h + n − 1) + α(h + f) = 0,

α(n − 1)(h + n) = 0.(3.21)

The last equation implies that there exists three possibilities:

(a) α = 0, (b) h = −n, (c) n = 1.

The case (a) means that n = 0 so that |u〉 = |0, 0, 0〉 . Thus this case is trivial. The case
(b), the first three equations in (3.21) are reduced to single relation:

(3.22) n + α(n − f) = 0.

If f = n, then the relations means that n = 0. Thus we need α = 0 and we have a only
trivial solution. If f �= n, then (3.22) is solved to α and give the unique singular vector
(3.17). The case (c) is reduced to a subclass of the case (b) since we find the relation
h = −1 = −n. We thus completed the proof.

Corollary 3.2. The Verma module M(h, f) is irreducible if following conditions are true:

(1) h �= ±f

(2) h �= −n or f = n

4 Invariant partial differential equations. In this section, we derive partial differen-
tial equations which are invariant under the color supergroup generated by g. This is done
by employing the method of [25]. We give a brief outline of the method and refer to [25]
for detail. The basic idea of the method is to realize the Verma modules, discussed in §3.2,
by a space of differentiable functions defined on the color supergroup.

Let G be the color supergroup generated by g which means that an element g ∈ G is
written as g = exp(X), X ∈ g. We consider a space of functions CΛ on G having a special
property. That is, F ∈ CΛ satisfies the relation:

(4.1) F (gg0g−) = exp(Λ(H))F (g), g ∈ G, g0 = exp(H), H ∈ g0, g− ∈ exp(g−)
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where Λ(H) is an eigenvalue of H. This property means that F is, in fact, a function on
G+ = exp(g+). We then define the left (πL) and right (πR) actions of g on CΛ according to
the standard way of Lie theory:

πL(X)F (g) =
d

dτ
F (e−τXg)

∣∣∣∣
τ=0

,(4.2)

πR(X)F (g) =
d

dτ
F (geτX)

∣∣∣∣
τ=0

,(4.3)

where X ∈ g. Note that the parameter τ is a Z2 ⊗Z2 graded Grassmann number of degree
same as X. A definition of derivative with respect to the Z2⊗Z2 graded Grassmann numbers
is found in [11]. It is then easy to see that, due to the property (4.1), the function F ∈ CΛ

plays the role of a lowest weight vector |h, f〉 by the right action. Namely, πR(X)F = 0 if
X ∈ g− and πR(X)F = Λ(x)F if X ∈ g0. While πR(X) with X ∈ g+ becomes a differential
operator so that a Verma module M(h, f) is realized by the action of πR(X) with X ∈ g+

on the function F (g).
To be more explicit, we parametrize g+ ∈ G+ as

(4.4) g+ = exp(xA+) exp(ψ+d+) exp(ψ−d−).

Then we obtain from (4.3)

πR(A+) =
∂

∂x
,

πR(d+) =
∂

∂ψ+
+ 2ψ−

∂

∂x
,

πR(d−) =
∂

∂ψ−
(4.5)

and by setting Λ(N) = h, Λ(F̃ ) = f we have

(4.6) πR(N) = h, πR(F̃ ) = f.

As shown in §3.2 the singular vectors in M(h, f) is written as P |h, f〉 with P ∈ U(g+).
It is shown in [25] that differential equations invariant under the color supergroup G are
given by πR(P)ϕ = 0. The symmetry transformations are generated by the left action
(4.2). This is due to the fact that a singular vector is an intertwining operator of two
representations M(h, f) and M(h′, f ′). According to Theorem 3.1 we found a hierarchy of
invariant differential equations.

Proposition 4.1. The following equations are invariant under the color supergroup G :

∂

∂ψ−
ϕ(x, ψ±) = 0,

(
∂

∂ψ+
+ 2ψ−

∂

∂x

)
ϕ(x, ψ±) = 0,

[
∂

∂x
+

n

f − n

(
∂

∂ψ+
+ 2ψ−

∂

∂x

)
∂

∂ψ−

](
∂

∂x

)n−1

ϕ(x, ψ±) = 0.(4.7)

Up to here our analysis of the representations of g is done by converting the basis of g
into a Z2 grading ones. Thus the invariant equations are written in terms of the variables
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of degree (0, 0) and (0, 1). We now rewrite the invariant differential equations in a form
also containing the variables of degree (1, 0) and (1, 1). Let ψ and θ be Z2 ⊗ Z2 graded
Grassmann number of degree (0, 1) and (1, 0), respectively. Taking the basis change (3.6)
into account we set

(4.8) ψ± =
1√
2
(ψ ± ζθ).

and replace ψ± with ψ and θ. Then the independent variables of the invariant differential
equations become x, ψ and θ and the equations yield as follows:

(
∂

∂ψ
+ ζ

∂

∂θ

)
ϕ = 0,

[
∂

∂ψ
− ζ

∂

∂θ
+ 2(ψ − ζθ)

∂

∂x

]
ϕ = 0,

[
∂

∂x
+

n

f − n

(
ψ

∂

∂ψ
+ θ

∂

∂θ
− ζ

(
ψ

∂

∂θ
+ θ

∂

∂ψ

))
∂

∂x
− nζ

f − n

∂2

∂ψ∂θ

](
∂

∂x

)n−1

ϕ = 0.

5 Concluding remarks. We studied lowest weight representations of the Z2⊗Z2 graded
superalgebra given by Rittenberg and Wyler. Reducibility of the Verma modules over
the Z2 ⊗ Z2 graded superalgebra is shown by explicit construction of singular vectors.
As an application of the present scheme invariant partial differential equations defined
on the space of functions whose variables are Z2 ⊗ Z2 graded Grassmann numbers are
obtained. The present scheme may apply to other color superalgebras and one may find
many related differential equations. Since differential equations are very basic objects in
theoretical physics and many areas of mathematics, the present line of investigation will
reveal a connection of color superalgebras with different areas of science.

We close this paper with two possible lines of further investigations on applications
of color superalgebras. The first one is mathematical application. It is well known that
representations of Lie algebras and Lie groups are closely related to orthogonal polynomials.
We anticipate that representations of color algebras or groups also have such connection.
The second one is physical application. One may use a nonlinear realization method to
write down Lagrangians which are invariant under a color supergroup, since the method
is originally defined for Lie groups then extended to supergroups. Color supergroups are
natural generalization of supergroups, thus nonlinear realization methods will be generalized
to any color supergroups. If this is done, one may find a dynamical system whose symmetry
is governed by a color supergroup. This would open the way to physical applications of color
supergroups.
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I and q. J. Math. Phys. 36 (1995), 2085.

[19] L. A. Wills-Toro, Trefoil symmetries I. Clover extensions beyond Coleman-Mandula theorem.
J. Math. Phys. 42 (2001) 3915.

[20] V. N. Tolstoy, Once more on parastatistics. Phys. Part. Nucl. Lett. 11 (2014), 933.

[21] V. N. Tolstoy, Super-de Sitter and Alternative Super-Poincaré Symmetries. In: Dobrev V. (eds)
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Abstract. In this paper, we establish the Cauchy’s Theorem for B-algebras. We
also present some implications of Lagrange’s Theorem and Cauchy’s Theorem for B-
algebras. In particular, the concept of Bp-algebras is introduced.

1 Introduction In [9], the notion of B-algebras was introduced by J. Neggers and H.S.
Kim. A B-algebra is an algebra (X; ∗, 0) of type (2, 0) (that is, a nonempty set X with a
binary operation ∗ and a constant 0) satisfying the following axioms for all x, y, z ∈ X: (I)
x∗x = 0, (II) x∗0 = x, (III) (x∗y)∗z = x∗(z∗(0∗y)). A B-algebra (X; ∗, 0) is commutative
[9] if x ∗ (0 ∗ y) = y ∗ (0 ∗ x) for all x, y ∈ X. In [10], J. Neggers and H.S. Kim introduced
the notions of a subalgebra and normality of B-algebras and some of their properties are
established. A nonempty subset N of X is called a subalgebra of X if x ∗ y ∈ N for any
x, y ∈ N . It is called normal in X if for any x ∗ y, a ∗ b ∈ N implies (x ∗ a) ∗ (y ∗ b) ∈ N .
A normal subset of X is a subalgebra of X. There are several properties of B-algebras
as established by some authors [1−12]. The following properties are used in this paper,
for any x, y, z ∈ X, we have (P1) 0 ∗ (0 ∗ x) = x [9], (P2) x ∗ y = 0 ∗ (y ∗ x) [11], (P3)
x∗ (y ∗z) = (x∗ (0∗z))∗y [9], (P4) x∗y = x∗z implies y = z [3], (P5) (0∗x)∗ (y ∗x) = 0∗y
[9]. In [2], J.S. Bantug and J.C. Endam established the Lagrange’s Theorem for B-algebras.
In this paper, we provide some partial results on the converse of this theorem. In particular,
we establish the Cauchy’s Theorem for B-algebras. As a consequence, we also introduce the
concept of Bp-algebras. Throughout this paper, X means a B-algebra (X; ∗, 0).

2 Preliminaries This section presents some concepts and results needed in this paper.
We start with some examples of B-algebras.

Example 2.1. [9] Let X = {0, 1, 2} be a set with the following table of operation:

∗ 0 1 2
0 0 2 1
1 1 0 2
2 2 1 0

Example 2.2. [9] Let X = {0, 1, 2, 3, 4, 5} be a set with the following table of operation:

∗ 0 1 2 3 4 5
0 0 2 1 3 4 5
1 1 0 2 4 5 3
2 2 1 0 5 3 4
3 3 4 5 0 2 1
4 4 5 3 1 0 2
5 5 3 4 2 1 0
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In [7], if S is a subset of X, then 〈S〉B is the intersection of all subalgebra H of X
such that S ⊆ H, and the subalgebra 〈S〉B of X is called the subalgebra generated by S.
If X = 〈S〉B , then S is called a set of generators for X. Moreover, 〈S〉B is the smallest
subalgebra of X containing S. If either S = ∅ or S = {0}, then 〈S〉B = {0}. If S is a
subalgebra of X, then 〈S〉B = S. In particular, 〈X〉B = X.

Let x ∈ X. In [9], J. Neggers and H.S. Kim defined xn = xn−1 ∗ (0 ∗ x) for n ≥ 1 and
x0 = 0. Then xm ∗ xn = xm−n if m ≥ n and xm ∗ xn = 0 ∗ xn−m otherwise. In [7], for
each x ∈ X, N.C. Gonzaga and J.P. Vilela defined −x = 0 ∗ x and x−n = (−x)n for each
n ≥ 1. In [5], J.C. Endam and R.C. Teves defined xm = 0 ∗ x−m for m ≤ −1. If m ≥ 1,
then xm = 0 ∗ (0 ∗ xm) = 0 ∗ x−m. In effect, xm = 0 ∗ x−m for any m ∈ Z. Furthermore,
in [7], we have xm ∗ xn = xm−n, (xm)n = xmn for all m, n ∈ Z, and 〈x〉B = {xn : n ∈ Z}.
If there exists a positive integer n such that xn = 0, then the smallest such positive integer
is denoted by |x|B . If no such positive integer n exists, then we say that |x|B is infinite. If
A ⊆ X, then we denote |A|B as the cardinality of A.

Let H and K be subalgebras of X. In [4], we define the subset HK of X to be the
set HK = {x ∈ X : x = h ∗ (0 ∗ k) for some h ∈ H, k ∈ K}. Clearly, we have H ⊆ HK,
H ⊆ KH, K ⊆ HK, and K ⊆ KH. Moreover, if H ⊆ K, then HK = KH = K. Also, HK
is a subalgebra of X if and only if HK = KH if and only if HK = 〈H ∪ K〉B . A B-algebra
X is called a cyclic B-algebra [7] if there exists x ∈ X such that X = 〈x〉B . Every cyclic
B-algebra is commutative, but the converse need not be true. In [5], if X = 〈x〉B is a cyclic
B-algebra with |X|B = m > 1 and if H is a nontrivial subalgebra of X, then H =

〈
xk

〉
B

for some integer k > 1 such that k divides m and |H|B divides m. Furthermore, for every
positive divisor d of m, there exists a unique subalgebra H of X with |H|B = d.

Let H be a subalgebra of X and x ∈ X. Let xH = {x ∗ (0 ∗ h) : h ∈ H} and
Hx = {h ∗ (0 ∗ x) : h ∈ H}, called the left and right B-cosets of H in X, respectively.
If X is commutative, then xH = Hx for all x ∈ X. Observe that 0H = H = H0 and
x = x ∗ (0 ∗ 0) ∈ xH and x = 0 ∗ (0 ∗ x) ∈ Hx. It is easy to see that xH = H if and only if
x ∈ H.

Theorem 2.3. [2] Let H be a subalgebra of X and a, b ∈ X. Then
i. aH = bH if and only if (0 ∗ b) ∗ (0 ∗ a) ∈ H
ii. Ha = Hb if and only if a ∗ b ∈ H.

In [2], if H is a subalgebra of X, then {xH : x ∈ X} forms a partition of X and there is
a one-one correspondence of the set of all left B-cosets of H in X onto the set of all right
B-cosets of H in X. Thus, we define the number of distinct left (or right) B-cosets, written
[X : H]B , of H in X as the index of H in X. If X is finite, then clearly [X : H]B is finite.

Theorem 2.4. [2] (Lagrange’s Theorem for B-algebras) Let H be a subalgebra of a finite
B-algebra X. Then |X|B = [X : H]B |H|B.

Corollary 2.5. [2] Let |X|B = p, where p is prime. Then X is cyclic.

Theorem 2.6. [2] If H, K are finite subalgebras of X, then |HK|B =
|H|B |K|B
|H ∩ K|B

.

3 Some Implications of Lagrange’s Theorem for B-algebras We now prove some
results where Lagrange’s Theorem plays a role.

Proposition 3.1. Let X be a noncyclic B-algebra with |X|B = p2, where p is prime. Then
|x|B = p for every nonzero x ∈ X.
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Proof. Let x ∈ X and x �= 0. By Lagrange’s Theorem, |x|B divides |X|B = p2. Hence, |x|B
is equal to 1, p, or p2. If |x|B = p2, then 〈x〉B = X and so X is cyclic, a contradiction.
Since x �= 0, |x|B �= 1. Thus, |x|B = p.

Proposition 3.2. If X is a B-algebra with prime order, then X has only the trivial subal-
gebras.

Proof. Suppose that |X|B = p, where p is prime. Let H be a subalgebra of X. By Lagrange’s
Theorem, |H|B is 1 or p. Thus, H = {0} or H = X.

Proposition 3.3. Let |X|B = pn, where p is prime and n ≥ 1. Then X contains an
element of order p.

Proof. Let x ∈ X and x �= 0. Then H = 〈x〉B is a cyclic subalgebra of X. By Lagrange’s
Theorem, |H|B divides |X|B = pn. Hence, |H|B = pm for some m ∈ Z, 0 < m ≤ n. It
follows that for every divisor d of pm, there exists a subalgebra of order d. In particular,
for p, there exists a subalgebra K of H such that |K|B = p. By Corollary 2.5, K is cyclic
and so there exists y ∈ K such that K = 〈y〉B and y is of order p. Hence, X contains an
element of order p.

Proposition 3.4. Let X be a finite commutative B-algebra such that X contains two dis-
tinct elements of order 2. Then |X|B is a multiple of 4.

Proof. Let x and y be two distinct elements of order 2. Let H = {0, x} and K = {0, y}.
Now, H and K are subalgebras of X. Since X is commutative, HK = {0, x, y, x ∗ (0 ∗ y)}
is a subalgebra of X of order 4. By Lagrange’s Theorem, |HK|B = 4 divides |X|B . Thus,
|X|B is a multiple of 4.

The above result need not be true if X is not commutative. For instance, consider the
B-algebra X = {0, 1, 2, 3, 4, 5} in Example 2.2. Note that X is not commutative. Now, 3
and 4 are elements of X with |3|B = 2 and |4|B = 2. However, 4 does not divide |X|B = 6.

Proposition 3.5. Let X be a B-algebra with |X|B = pq, where p and q are prime numbers.
Then every proper subalgebra of X is cyclic.

Proof. Let H be a proper subalgebra of X. By Lagrange’s Theorem, |H|B is 1, p, q, or pq.
Since H is proper, |H|B is p or q. By Corollary 2.5, H is cyclic.

Proposition 3.6. Let H and K be subalgebras of a finite B-algebra X such that |H|B >
√

|X|B
and |K|B >

√
|X|B. Then |H ∩ K|B > 1.

Proof. Suppose that H and K are subalgebras of a finite B-algebra X such that |H|B >
√

|X|B
and |K|B >

√
|X|B . By Theorem 2.6, |H ∩ K|B =

|H|B |K|B
|HK|B

. Since |H|B >
√

|X|B and

|K|B >
√

|X|B , it follows that |H|B |K|B > |X|B . Since |HK|B ≤ |X|B , it follows that
|X|B
|HK|B

≥ 1. Therefore, |H ∩ K|B =
|H|B |K|B
|HK|B

>
|X|B
|HK|B

≥ 1.

Proposition 3.7. Let |X|B = pq, where p and q are distinct primes with p > q. Then X
has at most one subalgebra of order p.

Proof. Suppose that H and K are subalgebras with |H|B = p = |K|B . Then |H|B >
√

|X|B
and |K|B >

√
|X|B . By Proposition 3.6, |H ∩ K|B > 1. Thus, |H ∩ K|B = p and so

H = K.
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4 Cauchy’s Theorem for B-algebras This section establishes the Cauchy’s Theorem
for B-algebras and it also provides some implications of this theorem. We start with a
simple observation given in the following lemma.

Lemma 4.1. Let a ∈ X. Then a ∈ Z(X) if and only if [X : C(a)]B = 1 if and only if
C(a) = X.

Let a ∈ X. An element b ∈ X is said to be a conjugate of a in X if there exists c ∈ X
such that b = c ∗ (c ∗ a). Let R = {(a, b) ∈ X × X: b is a conjugate of a}.

Theorem 4.2. Let a ∈ X. Then the relation R on X is an equivalence relation.

Proof. Since a = 0 ∗ (0 ∗ a), a is conjugate to a. Thus, R is reflexive. Let (a, b) ∈ R. Then
there exists c ∈ X such that b = c ∗ (c ∗ a). Multiplying both sides by 0 ∗ c twice, we have
(0 ∗ c) ∗ ((0 ∗ c) ∗ b) = (0 ∗ c) ∗ [(0 ∗ c) ∗ (c ∗ (c ∗ a))]. By (P2), (P3), (I), and (P1), we obtain

(0 ∗ c) ∗ ((0 ∗ c) ∗ b) = (0 ∗ c) ∗ [(0 ∗ c) ∗ (c ∗ (c ∗ a))]
= (0 ∗ c) ∗ [((0 ∗ c) ∗ (0 ∗ (c ∗ a))) ∗ c]
= (0 ∗ c) ∗ [((0 ∗ c) ∗ (a ∗ c)) ∗ c]
= (0 ∗ c) ∗ [(0 ∗ a) ∗ c)]
= ((0 ∗ c) ∗ (0 ∗ c)) ∗ (0 ∗ a)
= 0 ∗ (0 ∗ a)
= a.

Hence, a is conjugate to b. Thus, R is symmetric. Let (a, b), (b, c) ∈ R. Then there exist
u, v ∈ X such that b = u ∗ (u ∗ a) and c = v ∗ (v ∗ b). Now, by (P2) and (P3), we obtain

c = v ∗ (v ∗ b)
= v ∗ [v ∗ (u ∗ (u ∗ a))]
= v ∗ [(v ∗ (0 ∗ (u ∗ a))) ∗ u]
= v ∗ [(v ∗ (a ∗ u)) ∗ u]
= (v ∗ (0 ∗ u)) ∗ (v ∗ (a ∗ u))
= (v ∗ (0 ∗ u) ∗ [(v ∗ (0 ∗ u)) ∗ a]

Hence, (a, c) ∈ R and so R is transitive. Therefore, R is an equivalence relation on X.

The equivalence relation R in Theorem 4.2 is called conjugacy on X. The equivalence
class of a ∈ X, denoted by [a]c, of the relation R is called the conjugacy class of a in X.

Example 4.3. Consider the B-algebra X = {0, 1, 2, 3, 4, 5} in Example 2.2. Then there are
three distinct conjugacy classes in X, namely, [0]c = {0}, [1]c = [2]c = {1, 2}, [3]c = [4]c =
[5]c = {3, 4, 5}.

Remark 4.4. Let a ∈ X. Then a ∈ Z(X) if and only if [a]c = {a}.

The following theorem shows that the number of conjugates of a is equal to the index
of C(a) in X.

Theorem 4.5. Let a ∈ X. Then |[a]c|B = [X : C(a)]B.

CAUCHY’S THEOREM FOR B-ALGEBRAS 5

Proof. Let a ∈ X. Let L denote the set of all distinct left B-cosets of C(a) in X. Then
|L|B = [X : C(a)]B . By definition, b ∗ (b ∗ a) ∈ [a]c for all b ∈ X. Define f : L → [a]c by
f(bC(a)) = b ∗ (b ∗ a). Suppose that f(bC(a)) = f(cC(a)). Then by (P2), (P3), (P5), (I),
(III), and Theorem 2.3(i), we have

f(bC(a)) = f(cC(a)) ⇒ b ∗ (b ∗ a) = c ∗ (c ∗ a)
⇒ 0 ∗ (b ∗ (b ∗ a)) = 0 ∗ (c ∗ (c ∗ a))
⇒ (b ∗ a) ∗ b = (c ∗ a) ∗ c

⇒ (0 ∗ c) ∗ ((b ∗ a) ∗ b) = (0 ∗ c) ∗ ((c ∗ a) ∗ c)
⇒ (0 ∗ c) ∗ ((b ∗ a) ∗ b) = ((0 ∗ c) ∗ (0 ∗ c)) ∗ (c ∗ a)
⇒ (0 ∗ c) ∗ ((b ∗ a) ∗ b) = 0 ∗ (c ∗ a)
⇒ (0 ∗ c) ∗ ((b ∗ a) ∗ b) = a ∗ c

⇒ [(0 ∗ c) ∗ ((b ∗ a) ∗ b)] ∗ (0 ∗ b) = (a ∗ c) ∗ (0 ∗ b)
⇒ [((0 ∗ c) ∗ (0 ∗ b)) ∗ (b ∗ a)] ∗ (0 ∗ b) = a ∗ ((0 ∗ b) ∗ (0 ∗ c))
⇒ ((0 ∗ c) ∗ (0 ∗ b)) ∗ [(0 ∗ b) ∗ (0 ∗ (b ∗ a))] = a ∗ [0 ∗ ((0 ∗ c) ∗ (0 ∗ b))]
⇒ ((0 ∗ c) ∗ (0 ∗ b)) ∗ ((0 ∗ b) ∗ (a ∗ b)) = a ∗ [0 ∗ ((0 ∗ c) ∗ (0 ∗ b))]
⇒ ((0 ∗ c) ∗ (0 ∗ b)) ∗ (0 ∗ a) = a ∗ [0 ∗ ((0 ∗ c) ∗ (0 ∗ b))]
⇒ (0 ∗ c) ∗ (0 ∗ b) ∈ C(a)
⇒ bC(a) = cC(a).

Therefore, f is a one-one function. Let y ∈ [a]c. Then there exists x ∈ X such that
y = x ∗ (x ∗a) = f(xC(a)). Hence, f is onto. Therefore,f is a one-one function from L onto
[a]c. Consequently, |[a]c|B = |L|B = [X : C(a)]B .

Corollary 4.6. Let X be a finite B-algebra. Then |X|B =
∑

a

[X : C(a)]B, where the

summation is over a complete set of distinct conjugacy class representatives.

Proof. By Theorem 4.2, X =
⋃
a

[a]c , where the union runs over a complete set of dis-

tinct conjugacy class representatives. Since the distinct conjugacy classes are mutually

disjoint, we have |X|B =

∣∣∣∣∣
⋃
a

[a]c

∣∣∣∣∣
B

=
∑

a

|[a]c|B . By Theorem 4.5, it follows that

|X|B =
∑

a

[X : C(a)]B , where the summation is over a complete set of distinct conju-

gacy class representatives.

Consider the B-algebra X = {0, 1, 2, 3, 4, 5} in Example 2.2. Then |X|B = 6 = 1+2+3 =
|[0]c|B + |[1]c|B + |[3]c|B =

∑
a

|[a]c|B =
∑

a

[X : C(a)]B .

Corollary 4.7. If X is a finite B-algebra, then |X|B = |Z(X)|B +
∑

a/∈Z(X)

[X : C(a)]B,

where the summation runs over a complete set of distinct conjugacy class representatives,
which do not belong to Z(X).

Proof. By Corollary 4.6, |X|B =
∑

a

[X : C(a)]B , where the summation is over a complete

set of distinct conjugacy class representatives. Thus, we have |X|B =
∑

a∈Z(X)

[X : C(a)]B +
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⇒ (0 ∗ c) ∗ (0 ∗ b) ∈ C(a)
⇒ bC(a) = cC(a).

Therefore, f is a one-one function. Let y ∈ [a]c. Then there exists x ∈ X such that
y = x ∗ (x ∗a) = f(xC(a)). Hence, f is onto. Therefore,f is a one-one function from L onto
[a]c. Consequently, |[a]c|B = |L|B = [X : C(a)]B .

Corollary 4.6. Let X be a finite B-algebra. Then |X|B =
∑

a

[X : C(a)]B, where the

summation is over a complete set of distinct conjugacy class representatives.

Proof. By Theorem 4.2, X =
⋃
a

[a]c , where the union runs over a complete set of dis-

tinct conjugacy class representatives. Since the distinct conjugacy classes are mutually

disjoint, we have |X|B =

∣∣∣∣∣
⋃
a

[a]c

∣∣∣∣∣
B

=
∑

a

|[a]c|B . By Theorem 4.5, it follows that

|X|B =
∑

a

[X : C(a)]B , where the summation is over a complete set of distinct conju-

gacy class representatives.

Consider the B-algebra X = {0, 1, 2, 3, 4, 5} in Example 2.2. Then |X|B = 6 = 1+2+3 =
|[0]c|B + |[1]c|B + |[3]c|B =

∑
a

|[a]c|B =
∑

a

[X : C(a)]B .

Corollary 4.7. If X is a finite B-algebra, then |X|B = |Z(X)|B +
∑

a/∈Z(X)

[X : C(a)]B,

where the summation runs over a complete set of distinct conjugacy class representatives,
which do not belong to Z(X).

Proof. By Corollary 4.6, |X|B =
∑

a

[X : C(a)]B , where the summation is over a complete

set of distinct conjugacy class representatives. Thus, we have |X|B =
∑

a∈Z(X)

[X : C(a)]B +
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∑
a/∈Z(X)

[X : C(a)]B . By Lemma 4.1, we have
∑

a∈Z(X)

[X : C(a)]B = |Z(X)|B . Hence,

|X|B = |Z(X)|B +
∑

a/∈Z(X)

[X : C(a)]B , where the summation runs over a complete set of

distinct conjugacy class representatives which do not belong to Z(X).

Example 4.8. Consider the B-algebra X = {0, 1, 2, 3, 4, 5} in Example 2.2. Then Z(X) =
{0}. Hence, |Z(X)|B +

∑
a/∈Z(X)

[X : C(a)]B = 1 + |[1]c|B + |[3]c|B = 1 + 2 + 3 = 6 = |X|B .

We now prove a partial converse of Lagrange’s Theorem.

Lemma 4.9. If X is a finite commutative B-algebra with |X|B = n such that n is divisible
by a prime p, then X contains an element of order p and hence a subalgebra of order p.

Proof. We proceed by induction on the order of X. If |X|B = p where p is prime, then every
element of X (except 0) has order p. Thus, in particular, the lemma is true when |X|B = 2.
Suppose that the lemma is true for all B-algebras of order r, where 2 ≤ r < n. Suppose that
X is a B-algebra of order n. Let a ∈ X with a �= 0 and let |a|B = m. Then either p|m or
p � m. If p|m, then m = pk for some k ∈ Z+. In this case, (ak)p = am = 0. Hence, ak �= 0
and |ak|B = p. Suppose p � m. Since X is commutative, the cyclic subalgebra H = 〈a〉B of
X is a normal subalgebra of X. By Lagrange’s Theorem, |X|B = m[X : H]B . Since p � m,
we have p|[X : H]B = |X/H|B . Since |X/H|B < n, there exists bH ∈ X/H s.t. |bH|B = p.
Now, bpH = (bH)p = H. Hence, bp ∈ H. Thus, (bm)p = (bp)m = 0 and so either bm = 0
or |bm|B = p. If bm = 0, then (bH)m = H which implies p|m , a contradiction. Therefore,
|bm|B = p and so bm is the desired element of X.

Theorem 4.10. (Cauchy’s Theorem for B-algebras) Let X be a finite B-algebra with
|X|B = n such that n is divisible by a prime p. Then X contains an element of order
p and hence a subalgebra of order p.

Proof. We proceed by induction on the order of X. If n = 2, then X is commutative and
the result follows from Lemma 4.9. Suppose that the theorem is true for all B-algebras
of order m s.t. 2 ≤ m < n. By Corollary 4.7, |X|B = |Z(X)|B +

∑
a/∈Z(x)

[X : C(a)]. If

X = Z(X), then X is commutative and the result follows from Lemma 4.9. If X �= Z(X),
then there exists a ∈ X s.t. a /∈ Z(X). Then X �= C(a) and so [X : C(a)]B > 1. By
Lagrange’s Theorem, |X|B = [X : C(a)]B |C(a)|B > |C(a)|B . If p||C(a)|B , then C(a) has
an element of order p and so X has an element of order p. If p � |C(a)|B for all a /∈ Z(X)
, then p|[X : C(a)]B for all a /∈ Z(X). Since p divides each term of the summation and
also divides |X|B , we have p||Z(X)|. By Lemma 4.9, X contains an element of order p and
hence a subalgebra of order p

The following theorem proves that the converse of Lagrange’s Theorem for B-algebras
hold for finite commutative B-algebras.

Theorem 4.11. Let X be a finite commutative B-algebra with |X|B = n. If m ∈ Z+ such
that m|n, then X has a subalgebra of order m.

Proof. If m = 1, then {0} is the required subalgebra of order m. If n = 1, then m = n = 1
and the result follows easily. Assume that m > 1 and n > 1. We proceed by induction
on n. If n = 2, then m = 2 and X is the required subalgebra of order m. Suppose that
the theorem is true for all finite commutative B-algebras of order k s.t. 2 ≤ k < n. Let
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p be a prime integer s.t. p|m. Then there exists m1 ∈ Z+ s.t. m = pm1. By Cauchy’s
Theorem, X has a subalgebra H of order p. Since X is commutative, H is normal and
X/H is a B-algebra. Now, 1 ≤ |X/H|B = |X|B

|H|B < |X|B and |X/H|B = n
p . Now, n = mm2

for some m2 ∈ Z+. Thus, |X/H|B = pm1m2
p = m1m2 and so m1 divides |X/H|B . Hence,

X/H has a subalgebra K/H s.t. |K/H|B = m1, where K is a subalgebra of X. Now,
|K|B = |K/H|B |H|B = m1p = m. Hence, K is a subalgebra of order m.

As a consequence of Cauchy’s Theorem, we now introduce the concept of Bp-algebras.

Definition 4.12. Let p be a prime number. A B-algebra X is called a Bp-algebra if the
order of each element of X is a power of p. A subalgebra H of a B-algebra X is called
Bp-subalgebra if H is a Bp-algebra.

The B-algebra in Example 2.1 is B3-algebra. We now prove some results where Cauchy’s
Theorem plays a role. The following theorem provides a necessary and sufficient condition
for a finite B-algebra to be a Bp-algebra.

Theorem 4.13. Let X be a nontrivial B-algebra. Then X is a finite Bp-algebra if and only
if |X|B = pk for some k ∈ Z+.

Proof. Suppose that X is a finite Bp-algebra. If q||X|B for some prime q �= p, then by
Cauchy’s Theorem, X has an element of order q, a contradiction. Thus, p is the only prime
divisor of |X|B , that is, |X|B = pk for some k ∈ Z+. Conversely, suppose that |X|B = pk

for some k ∈ Z+. Then by Lagrange’s Theorem, the order of each element of X is a power
of p. Therefore, X is a finite Bp-algebra.

The following theorem shows that the center of a Bp-algebra is nontrivial.

Theorem 4.14. If X is a finite Bp-algebra with |X|B > 1, then |Z(G)|B > 1.

Proof. Suppose that X is a finite Bp-algebra with |X|B >1. If X = Z(X), then |Z(X)|B =
|X|B > 1. Suppose that Z(X) ⊂ X and consider a ∈ X such that a /∈ Z(X). Then
C(a) is a proper subalgebra of a Bp-algebra X. By Theorem 4.13, p||X|B . It follows that
p|[X : C(a)]B for all a /∈ Z(X). Thus, p divides

∑
a/∈Z(X)

[X : C(a)]B . By Corollary 4.7,

|X|B = |Z(X)|B +
∑

a/∈Z(X)

[X : C(a)]B . Since p||X|B and p|
∑

a/∈Z(X)

[X : C(a)]B , it follows

that p||Z(X)|B . Therefore, |Z(X)|B > 1.

Corollary 4.15. If |X|B = p2, where p is prime, then X is commutative.

Proof. Suppose that |X|B = p2, where p is prime. By Theorem 4.14, |Z(X)|B > 1. Since
Z(X) is a subalgebra, |Z(X)|B divides p2 by Lagrange’s Theorem. Hence, |Z(X)|B is p
or p2. If |Z(X)|B = p. Then Z(X) �= X and so there exists a ∈ X such that a /∈ Z(X).
In [6], C(a) is a subalgebra of X with a ∈ C(a). Hence, Z(X) ⊂ C(a). This implies that
|C(a)|B = p2. Thus, X = C(a) and so a ∈ Z(X), a contradiction. Therefore, |Z(X)|B = p2

and so X = Z(X). Consequently, X is commutative.

Proposition 4.16. Let H and K be subalgebras of a commutative B-algebra X. If |H|B =
m and |K|B = n, then X has a subalgebra of order lcm(m,n).
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p be a prime integer s.t. p|m. Then there exists m1 ∈ Z+ s.t. m = pm1. By Cauchy’s
Theorem, X has a subalgebra H of order p. Since X is commutative, H is normal and
X/H is a B-algebra. Now, 1 ≤ |X/H|B = |X|B

|H|B < |X|B and |X/H|B = n
p . Now, n = mm2

for some m2 ∈ Z+. Thus, |X/H|B = pm1m2
p = m1m2 and so m1 divides |X/H|B . Hence,

X/H has a subalgebra K/H s.t. |K/H|B = m1, where K is a subalgebra of X. Now,
|K|B = |K/H|B |H|B = m1p = m. Hence, K is a subalgebra of order m.

As a consequence of Cauchy’s Theorem, we now introduce the concept of Bp-algebras.

Definition 4.12. Let p be a prime number. A B-algebra X is called a Bp-algebra if the
order of each element of X is a power of p. A subalgebra H of a B-algebra X is called
Bp-subalgebra if H is a Bp-algebra.

The B-algebra in Example 2.1 is B3-algebra. We now prove some results where Cauchy’s
Theorem plays a role. The following theorem provides a necessary and sufficient condition
for a finite B-algebra to be a Bp-algebra.

Theorem 4.13. Let X be a nontrivial B-algebra. Then X is a finite Bp-algebra if and only
if |X|B = pk for some k ∈ Z+.

Proof. Suppose that X is a finite Bp-algebra. If q||X|B for some prime q �= p, then by
Cauchy’s Theorem, X has an element of order q, a contradiction. Thus, p is the only prime
divisor of |X|B , that is, |X|B = pk for some k ∈ Z+. Conversely, suppose that |X|B = pk

for some k ∈ Z+. Then by Lagrange’s Theorem, the order of each element of X is a power
of p. Therefore, X is a finite Bp-algebra.

The following theorem shows that the center of a Bp-algebra is nontrivial.

Theorem 4.14. If X is a finite Bp-algebra with |X|B > 1, then |Z(G)|B > 1.

Proof. Suppose that X is a finite Bp-algebra with |X|B >1. If X = Z(X), then |Z(X)|B =
|X|B > 1. Suppose that Z(X) ⊂ X and consider a ∈ X such that a /∈ Z(X). Then
C(a) is a proper subalgebra of a Bp-algebra X. By Theorem 4.13, p||X|B . It follows that
p|[X : C(a)]B for all a /∈ Z(X). Thus, p divides

∑
a/∈Z(X)

[X : C(a)]B . By Corollary 4.7,

|X|B = |Z(X)|B +
∑

a/∈Z(X)

[X : C(a)]B . Since p||X|B and p|
∑

a/∈Z(X)

[X : C(a)]B , it follows

that p||Z(X)|B . Therefore, |Z(X)|B > 1.

Corollary 4.15. If |X|B = p2, where p is prime, then X is commutative.

Proof. Suppose that |X|B = p2, where p is prime. By Theorem 4.14, |Z(X)|B > 1. Since
Z(X) is a subalgebra, |Z(X)|B divides p2 by Lagrange’s Theorem. Hence, |Z(X)|B is p
or p2. If |Z(X)|B = p. Then Z(X) �= X and so there exists a ∈ X such that a /∈ Z(X).
In [6], C(a) is a subalgebra of X with a ∈ C(a). Hence, Z(X) ⊂ C(a). This implies that
|C(a)|B = p2. Thus, X = C(a) and so a ∈ Z(X), a contradiction. Therefore, |Z(X)|B = p2

and so X = Z(X). Consequently, X is commutative.

Proposition 4.16. Let H and K be subalgebras of a commutative B-algebra X. If |H|B =
m and |K|B = n, then X has a subalgebra of order lcm(m,n).
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Proof. Let H and K be subalgebras of a commutative B-algebra X with |H|B = m and
|K|B = n. Since HK = KH, HK is a subalgebra of X. Since H and K are finite, H
and K are subalgebras of a finite B-algebra HK. By Lagrange’s Theorem, m||HK|B and
n||HK|B . Hence, lcm(m,n)||HK|B . By Theorem 4.11, HK has a subalgebra of order
lcm(m,n) and so X has a subalgebra of order lcm(m,n).

The version of Lagrange’s Theorem for B-algebras in [2] is analogue to the Lagrange’s
Theorem for groups, and the version of Cauchy’s Theorem for B-algebras in this paper is
analogue to the Cauchy’s Theorem for groups. It is then natural to seek an analogue results
to the Sylow Theorems for groups.
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Abstract. Let f be an operator monotone function on [0,∞) with

f(t) ≥ 0 and f(1) = 1. If f(t) is neither the constant function 1 nor

the identity function t, then

h(t) =
(t − a)(t − b)

(f(t) − f(a))(f �(t) − f �(b))
t ≥ 0

is also operator monotone on [0,∞), where a, b ≥ 0 and

f �
(t) =

t

f(t)
t ≥ 0.

Moreover, we show some extensions of this statement.

1 Introduction and History We call a real continuous function f(t) on
an interval I operator monotone on I (in short, f ∈ P(I) ), if A ≤ B implies
f(A) ≤ f(B) for any self-adjoint matrices A, B with their spectrum containd
in I. In this paper, we consider only the case I = [0,∞) or I = (0,∞). We
denote f ∈ P+(I) if f ∈ P(I) satisfies f(t) ≥ 0 for any t ∈ I.

Let H+ be the upper-half plain of C, that is,

H+ = {z ∈ C | Imz > 0} = {z ∈ C | |z| > 0, 0 < arg z < π},
where Imz (resp. arg z) means the imaginary part (resp. the argument) of z.
As Loewner’s theorem, it is known that f is operator monotone on I if and
only if f has an analytic continuation to H+ that maps H+ into its closure H+

and also has an analytic continuation to the lower half-plane H−, obtained by
the reflection across I. (see [1],[3],[5] ).

D. Petz [11] proved that an operator monotone function f : [0,∞) −→
[0,∞) satisfying the functional equation

f(t) = tf(t−1) t ≥ 0
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Key words and phrases. operator monotone functions, Pick functions, Petz-Hasegawa’s

functions.
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is related to a Morozova-Chentsov function [9] which gives a monotone metric
on the manifold of n × n density matrices. In the work [12], the concrete
functions (Petz-Hasegawa’s functions)

fa(t) = a(1 − a)
(t − 1)2

(ta − 1)(t1−a − 1)
(−1 ≤ a ≤ 2)

appeared and their operator monotonicity was proved (see also [2]). V.E.S.
Szabo introduced an interesting idea for checking their operator monotonicity
in [13], but his idea was something strange. We use a similar idea in our ar-
gument. M. Uchiyama [14] proved the operator monotonicity of the following
extended functions:

(t − a)(t − b)

(tp − ap)(t1−p − b1−t)
∈ P+[0.∞)

for 0 < p < 1 and a, b > 0. The main result of this paper is as follows:

Theorem 1. Let a and b be non-negative real numbers. If f ∈ P+[0,∞) and
both f and f � are not constant, then

h(t) =
(t − a)(t − b)

(f(t) − f(a))(f �(t) − f �(b))
∈ P+[0.∞),

where

f �(t) =
t

f(t)
t ≥ 0.

The proof of this statement was given in [7] by the author and his student,
M. Kawasaki. We also made its revised version as [8]. But these manuscripts
have been unpublished. F. Hansen [4] has inspired by [8] and given the dif-
ferent proof of the above statement in the case a = b = 1. The proof in this
paper was based on the theory of Complex Analysis and we have considered
this method useful. The same method was introduced for the proof of the op-
erator monotonicity of Petz-Hasegawa’s functions in [6]. Also the autor and
S. Wada have extended the method and succeeded to justify Szabo’s result
in a sense [10]. The last section we will prove main theorem and give some
applications.

2 Main result For f ∈ P[0,∞), we have the following integral representa-
tion:

f(z) = f(0) + βz +

∫ ∞

0

λz

z + λ
dw(λ),
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where β ≥ 0 and ∫ ∞

0

λ

1 + λ
dw(λ) < ∞

(see [1]). When f(0) ≥ 0 (i.e., f ∈ P+[0,∞)), it holds that 0 < arg f(z) ≤
arg z whenever 0 < arg z < π.

For any f ∈ P+[0,∞) (f �= 0), we define f � as follows:

f �(t) =
t

f(t)
t ∈ [0,∞).

Then it is well-known f � ∈ P+[0,∞).

Proposition 2. Let f be an operator monotone function on (0,∞) and a be
a positive real number.

(1) When f(t) is not constant, we have

g1(t) =
t − a

f(t) − f(a)
∈ P+[0,∞).

(2) When f(t) ≥ 0 for t ≥ 0, we have

g2(t) =
f(t)(t − a)

tf(t) − af(a)
∈ P+[0,∞).

Proof. (1) It has proved in [14]. We state the outline of the proof. For f ∈
P+(0,∞), we have

f(z) = α + βz +

∫ ∞

0

(− 1

x + z
+

x

x2 + 1
)dν(x) (α ∈ R, β ≥ 0)

for z ∈ H+ ∪ (0,∞) by Loewner’s theorem ([1], [3], [6]). Since

g1(z) =
z − a

f(z) − f(a)
=

1

β +
∫ ∞

0
1

(x+z)(x+a)
dν(x)

,

we have

Img1(z) =
−1

|g1(z)|2 Im(β +

∫ ∞

0

1

(x + z)(x + a)
dν(x))

=
−1

|g1(z)|2
∫ ∞

0

1

x + a
Im

1

x + z
dν(x) > 0
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for z ∈ H+. This implies g1 ∈ P+[0,∞).
(2) Since g2([0,∞)) ⊂ [0,∞), it suffices to show that g2(H+) ⊂ H+. By

the calculation

g2(z) =
zf(z) − af(a) + af(a) − f(z)a

zf(z) − af(a)
= 1 − a(f(z) − f(a))

zf(z) − af(a)

= 1 − a

zf(z) − af(a)

f(z) − f(a)

= 1 − a

z + f(a)g1(z)
,

we have

Img2(z) = −Im
a

z + f(a)g1(z)
= Im

a(z + f(a)g1(z))

|z + f(a)g1(a)|2 .

When z ∈ H+, Img1(z) > 0 by (1) and Img2(z) > 0. So g2(t) belongs to
P+[0,∞).

Lemma 3. Let a ≥ 0 and 0 < p < 1. If f is a non-constant operator
monotone function on (0,∞), then we have

f(tp) − f(ap) �= 0 and tf(tp) − af(ap) �= 0

for any t ∈ (−∞, 0).

Proof. When f is operator monotone and not constant, we have Imf(z) > 0
for any z ∈ H+ by the maximum principle for the harmonic function Imf on
H+. For any t = |t|eiπ ∈ (−∞, 0), we have tp ∈ H+ and Imf(tp) > 0. This
implies

Imf(tp) �= Imf(ap) = 0 and Imf(tp) �= Im
af(ap)

t
= 0,

that is, f(tp) − f(ap) �= 0 and tf(tp) − af(ap) �= 0.

Lemma 4. For any z ∈ H+ and a positive integer n (n ≥ 2), we have

arg z < arg(z − l) <
π + (n − 1) arg z

n
if 0 < l ≤ |z|

n − 1
.

Proof. It is clear that arg z < arg(z − l) for z ∈ H+ and l > 0.
It suffices to show that, for z = eiθ (0 < θ < π),

arg(z − l) <
π + (n − 1)θ

n
if 0 < l ≤ 1

n − 1
.
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We set

w =
sin θ

sin π+(n−1)θ
n

ei(π+(n−1)θ)/n.

Then we have Imz = Imw and

0 < z − w = cos θ − sin θ

sin π+(n−1)θ
n

cos
π + (n − 1)θ

n
=

sin π−θ
n

sin π+(n−1)θ
n

.

By the estimation

inf{z − w | 0 < θ < π} = inf{ sin π−θ
n

sin π+(n−1)θ
n

| 0 < θ < π}

= inf{ sin t

sin(π − (n − 1)t)
| 0 < t <

π

n
} = inf{ sin t

sin(n − 1)t
| 0 < t <

π

n
} =

1

n − 1
,

we can get the desired result.

Now we can prove the following theorem and remark that Theorem 1 fol-
lows from this statement because f(t)f �(t)/t = 1 ∈ P+[0,∞):

Theorem 5. Let n be a positive integer, a, b, b1, . . . , bn ≥ 0 and f, g, g1, . . . , gn

be non-constant, non-negative operator monotone functions on [0,∞).

(1) If
f(t)g(t)

t
is operator monotone on [0,∞), then the function

h(t) =
(t − a)(t − b)

(f(t) − f(a))(g(t) − g(b))

is operator monotone on [0,∞) for any a, b ≥ 0.

(2) If
f(t)∏n

i=1 gi(t)
is operator monotone on [0,∞), then the function

h(t) =
(t − a)

(f(t) − f(a))

n∏
i=1

gi(t)(t − bi)

tgi(t) − bigi(bi)

is operator monotone on [0,∞) for any a, b ≥ 0.

Proof. (1) By f, g ∈ P+[0,∞) and Proposition 2 (1),

t − a

f(t) − f(a)
and

t − b

g(t) − g(b)
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are operator monotone on [0,∞). Therefore

h(z) =
(z − a)(z − b)

(f(z) − f(a))(g(z) − g(b))

is holomorphic on H+, continuous on H+ ∪ [0,∞) and satisfies h([0,∞)) ⊂
[0,∞) and

arg h(z) = arg
z − a

f(z) − f(a)
+ arg

z − b

g(z) − g(b)
> 0 for z ∈ H+.

We assume that f(z) and g(z) are continuous on the closure H+ of H+ and

f(t) − f(a) �= 0 and g(t) − g(b) �= 0 for any t ∈ (−∞, 0).

Then h(z) is continuous on H+.
In the case z ∈ (−∞, 0), i.e., |z| > 0 and arg z = π, we have

arg h(z)

= arg(z − a) − arg(f(z) − f(a)) + arg(z − b) − arg(g(z) − g(b))

≤π − arg f(z) + π − arg g(z)

≤2π − arg z = π (since arg f(z) + arg g(z) − arg z ≥ 0).

So it holds 0 ≤ arg h(z) ≤ π.
In the case that z ∈ H+ satisifying |z| > max{a, b}, it holds that

arg(z − a), arg(z − b) <
π + arg z

2

by Lemma 4 (as l = max{a, b} and n = 2). Since

arg h(z) = arg(z − a) − arg(f(z) − f(a)) + arg(z − b) − arg(g(z) − g(b))

<
π + arg z

2
− arg f(z) +

π + arg z

2
− arg g(z)

= π + arg z − arg f(z) − arg g(z) ≤ π,

we have 0 < arg h(z) < π.
For r > 0, we define H(r) = {z ∈ C | |z| ≤ r, Imz ≥ 0}. Whenever

r > l = max{a, b}, we can get

0 ≤ arg h(z) ≤ π

on the boundary of H(r). Since h(z) is holomorphic on the interior H(r)◦ of
H(r) and continuous on H(r), Imh(z) is harmonic on H(r)◦ and continuous on
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H(r). Because Imh(z) ≥ 0 on the boundary of H(r), we have h(H(r)) ⊂ H+

by the minimum principle of harmonic functions. This implies

h(H+) = h(
⋃
r>l

H(r)) ⊂
⋃
r>l

h(H(r)) ⊂ H+,

and h ∈ P+[0,∞).
In general case, we define fp and gp as follows (0 < p < 1):

fp(t) = f(tp) and gp(t) = t1−pg(tp).

It is clear fp ∈ P+[0,∞). When 0 < arg z < π, we have

arg gp(z) ≥ (1 − p) arg z > 0 and

arg gp(z) = (1 − p) arg z + arg g(zp) ≤ (1 − p) arg z + p arg z < π.

So gp ∈ P+[0,∞). For any t ∈ (−∞, 0), we have fp(t) − fp(a) �= 0 by Lemma
3 and gp(t)− gp(a) �= 0 because t = |t|eπi and (1− p)π < arg gp(t) ≤ π. So we
have

hp(z) =
(z − a)(z − b)

(fp(z) − fp(a))(gp(z) − gp(b))

is holomorphic on H+ and continuous on H+. Since f(t)g(t)
t

∈ P+[0,∞),

fp(t)gp(t)

t
=

f(tp)t1−pg(tp)

t
=

f(tp)g(tp)

tp

also belongs to P+[0,∞). By the above argument, we have hp ∈ P+[0,∞).
Since

hp(t) =
(t − a)(t − b)

(fp(t) − fp(a))(gp(t) − gp(b))

=
(t − a)(t − b)

(f(tp) − f(ap))(t1−pg(tp) − b1−pg(bp))
for t ≥ 0,

we have

lim
p→1−0

hp(t) = h(t).

So we can get the operator monotonicity of h(t).
(2) We show this by the similar way as (1). By Proposition 2,

t − a

f(t) − f(a)
and

gi(t)(t − bi)

tgi(t) − bigi(bi)
(i = 1, 2, . . . , n)
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are operator monotone on [0,∞). So we have that

h(z) =
z − a

f(z) − f(a)

n∏
i=1

gi(z)(z − bi)

zgi(z) − bigi(bi)

is holomorphic on H+, continuous on H+ ∪ [0,∞) and satisfies h([0,∞)) ⊂
[0,∞) and

arg h(z) = arg
z − a

f(z) − f(a)
+

n∑
i=1

arg
gi(z)(z − bi)

zgi(z) − bigi(bi)
> 0

for z ∈ H+.

We assume that f(z) and gi(z) (i = 1, 2, . . . , n) are continuous on H+ and

f(t) − f(a) �= 0 and tgi(t) − bigi(bi) �= 0 for any t ∈ (−∞, 0).

Then h(z) is continuous on H+.

In the case z ∈ (−∞, 0), i.e., |z| > 0 and arg z = π, we have

arg h(z)

= arg(z − a) +
n∑

i=1

arg gi(z)(z − bi) − arg(f(z) − f(a)) −
n∑

i=1

arg(zgi(z) − bigi(bi))

≤π +
n∑

i=1

arg gi(z) + nπ − arg f(z) − nπ (since arg(zgi(z) − bigi(bi)) ≥ π)

≤π (since arg f(z) −
n∑

i=1

arg gi(z) ≥ 0).

So it holds 0 ≤ arg h(z) ≤ π.

In the case z ∈ H+ satisifying |z| > n max{a, b1, b2, . . . , bn}, it holds that

arg(z − a), arg(z − bi) <
π + n arg z

n + 1
(i = 1, 2, . . . , n)

by Lemma 4. We may assume that there exists a number k (1 ≤ k ≤ n) such
that

arg(zgi(z)) ≤ π (i ≤ k), arg(zgi(z)) > π (i > k).
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Since

arg h(z)

= arg(z − a) +
n∑

i=1

arg(z − bi) +
n∑

i=1

arg gi(z)

− arg(f(z) − f(a)) −
n∑

i=1

arg(zgi(z) − bigi(bi))

≤π + n arg z

n + 1
× (n + 1) +

n∑
i=1

arg gi(z)

− arg f(z) −
k∑

i=1

arg zgi(z) − (n − k)π

=π + n arg z +
n∑

i=k+1

arg gi(z) − arg f(z) − k arg z − (n − k)π

≤π + (n − k) arg z − (n − k)π ≤ π,

we have 0 ≤ arg h(z) ≤ π.
This means that it holds

0 ≤ arg h(z) ≤ π

if z belongs to the boundary of H(r) = {z ∈ C | |z| ≤ r, Imz ≥ 0} for
a sufficiently large r. Using the same argument in (1), we can prove the
operator monotonicity of h.

In general case, we define functions, for p (0 < p < 1), as follows:

fp(t) = f(tp), gi,p(t) = gi(t
p) (i = 1, 2, . . . , n).

Since f, gi ∈ P+[0,∞),

0 < arg fp(z) < π, 0 < arg zgi,p(z) < 2π

for z ∈ H+. This means that fp(z) and gi,p(z) are continuous on H+ and

fp(t) − fp(a) �= 0 and tgi,p(t) − bigi,p(bi) �= 0 for any t ∈ (−∞, 0)

by Lemma 3. Since

fp(t)∏n
i=1 gi,p(t)

=
f(tp)∏n

i=1 gi(tp)
(0 < p < 1)
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is operator monotone on [0,∞), we can get the operator monotonicity of

hp(t) =
t − a

fp(t) − fp(a)

n�
i=1

gi,p(t)(t − bi)

tgi,p(t) − bigi,p(bi)

=
t − a

f(tp) − f(ap)

n�
i=1

gi(t
p)(t − bi)

tgi(tp) − bigi(b
p
i )

.

So we can see that
h(t) = lim

p→1−0
hp(t)

is operator monotone on [0,∞).

Remark 6. Using Proposition 2 and Theorem 5, we can prove the operator
monotonicity of the concrete functions in [12]. Since ta (0 < a < 1) and log t
is operator monotone on (0,∞),

fa(t) = a(1 − a)
(t − 1)2

(ta − 1)(t1−a − 1)
(−1 ≤ a ≤ 2)

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a(a − 1)
t−a(t − 1)2

(t−a − 1)(t · t−a − 1)
−1 ≤ a < 0

t − 1

log t
a = 0, 1

a(1 − a)
(t − 1)2

(ta − 1)(t1−a − 1)
0 < a < 1

a(a − 1)
ta−1(t − 1)2

(ta−1 − 1)(t · ta−1 − 1)
1 < a ≤ 2

becomes operator monotone.

We can also prove this remark and the first part of Example 10 using some
formula stated in [10] as Theorem 1.2.

Corollary 7. Let f ∈ P+(0,∞) and both f and f � be not constant. For any
a > 0, we define

ha(t) =
(t − a)(t − a−1)

(f(t) − f(a))(f �(t) − f �(a−1))
t ∈ (0,∞).

Then we have

(1) ha is operator monotone on (0,∞).
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(2) f(t) = t · f(t−1) implies ha(t) = t · ha(t
−1).

(3) a = 1 and f(t−1) = f(t)−1 imply h1(t) = t · h1(t
−1).

Proof. We can directly prove (1) from Theorem 5. Because

t · ha(t
−1) =

t(t−1 − a)(t−1 − a−1)

(f(t−1) − f(a))(f �(t−1) − f �(a−1))

=
(t − a)(t − a−1)

t(f(t−1) − f(a))(f �(t−1) − f �(a−1))
,

we can compute

t(f(t−1) − f(a))(f �(t−1) − f �(a−1)) − (f(t) − f(a))(f �(t) − f �(a−1))

=(f(t−1) − f(a))(1/f(t−1) − t/af(a−1)) − (f(t) − f(a))(t/f(t) − 1/af(a−1))

=0

if it holds f(t) = t · f(t−1) or a = 1, f(t−1) = f(t)−1. So we have (2) and
(3).

The function h is called symmetric if it satisfies the following condition:

h(t) = th(t−1), t ≥ 0.

We can define a symmetric operator mean using a symmetric operator mono-
tone function in the sense of Kubo-Ando ([5], [6]). Corollary 7 says that
we can repeatedly construct a symmetric operator monotone function from a
symmetric operator monotone function. We can give the following examples.

Example 8. If we choose tp (0 < p < 1) as f(t) in Corollary 7(3),

h(t) =
(t − 1)2

(tp − 1)(t1−p − 1)
.

If we choose tp + t1−p (0 < p < 1) as f(t) in Corollary 7(2),

h(t) =
t − a

tp + t1−p − ap − a1−p
× t − a−1

1

tp−1 + t−p
− 1

ap + a1−p

(a > 0)

=

√
t(cosh(log t) − cosh(log a))

cosh(log
√

t) − cosh(log
√

t + log(tp + t1−p) − log(ap + a1−p))
.

These functions, h ∈ P+[0,∞), are symmetric.
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3 Extension of Theorem 4 Let m and n be positive integers and f1, f2, . . . , fm,
g1, g2, . . . , gn be non-constant, non-negative operator monotone functions on
[0,∞). We assume that the function

F (t) =

∏m
i=1 fi(t)

tm−1
∏n

j=1 gj(t)

is operator monotone on [0,∞). For non-negative numbers a1, a2, . . . , am, b1, b2, . . . , bn,
we define the function h(t) as follows:

h(t) =
m∏

i=1

t − ai

fi(t) − fi(ai)

n∏
j=1

gj(t)(t − bj)

tgj(t) − bjgj(bj)
(t ≥ 0).

Then it follows from Proposition 2 that h(z) is holomorphic on H+ , h([0,∞)) ⊂
[0,∞) and arg h(z) > 0 for any z ∈ H+.

Theorem 9. In the above setting, we have the following:

(1) When fi and gj (1 ≤ i ≤ m, 1 ≤ j ≤ n) are continuous on H+ and

fi(t) − fi(ai) �= 0, tgj(t) − bjgj(bj) �= 0, t ∈ (−∞, 0),

h(t) is operator monotone on [0,∞).

(2) When there exists a positive number α such that α arg z ≤ arg F (z) for
all z ∈ H+,h(t) is operator monotone on [0,∞).

Proof. (1) Using the same argument of proof of Theorem 5 (1), it suffices to
show that 0 ≤ arg h(z) ≤ π for z ∈ R or z ∈ H+ whose absolutely value is
sufficiently large.

In the case z ∈ (−∞, 0), i.e., |z| > 0 and arg z = π, we have

arg h(z)

=
m∑

i=1

arg(z − ai) +
n∑

j=1

arg(gj(z)(z − bj))

−
n∑

i=1

arg(fi(z) − fi(ai)) −
n∑

j=1

(zgj(z) − bjgj(bj))

≤mπ + nπ +
n∑

j=1

arg gj(z) −
m∑

i=1

arg fi(z) − nπ

=π − arg

∏n
i=1 fi(z)

zm−1
∏n

j=1 gj(z)
≤ π.
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So it holds 0 ≤ arg h(z) ≤ π.
In the case that z ∈ H+ satisifies

|z| > (m + n − 1) max{ai, bj | 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
Then it holds that

arg(z − ai), arg(z − bj) <
π + (m + n − 1) arg z

m + n

by Lemma 4. We may assume that there exists k (1 ≤ k ≤ n) such that

arg(zgj(z)) ≤ π (j ≤ k), arg(zgj(z)) > π (j > k).

Since

arg h(z)

≤π + (m + n − 1) arg z

m + n
× m +

π + (m + n − 1) arg z

m + n
× n +

n�
j=1

arg gj(z)

−
m�

i=1

arg fi(z) −
k�

j=1

arg zgj(z) − (n − k)π

=π + (m + n − k − 1) arg z +
n�

j=k+1

arg gj(z) −
m�

i=1

arg fi(z) − (n − k)π

≤π + (n − k)(arg z − π) − arg

�m
i=1 fi(z)

zm−1
�m

j=1 gj(z)

≤π − arg F (z) ≤ π,

we have 0 ≤ arg h(z) ≤ π. So h(t) is operator monotone on [0,∞).
(2) We choose a positive number p as follows:

m − 1

α + m − 1
< p < 1.

We define functions fi,p, gj,p as follows:

fi,p(z) = fi(z
p), gj,p(z) = gj(z

p) (z ∈ H+).

Since fi, gj ∈ P+[0,∞), fi,p, gj,p are continuous on H+ and satisfy the condition

fi,p(t) − fi,p(ai) �= 0, tgj,p(t) − bjgj,p(bj) �= 0, t ∈ (−∞, 0)

by Lemma 3. We put

Fp(t) =

�m
i=1 fi,p(t)

tm−1
�n

j=1 gj,p(t)
= F (tp)t−(m−1)(1−p).

TRANSFORMS ON OPERATOR MONOTONE FUNCTIONS 241



14 Masaru Nagisa

Then Fp is holomorphic on H+ and satisfies Fp((0,∞)) ⊂ (0,∞). For any
z ∈ H+, we have

arg Fp(z) = arg F (zp) − (m − 1)(1 − p) arg z ≤ arg F (zp) ≤ π

and

arg Fp(z) ≥ α arg zp − (m − 1)(1 − p) arg z

= (αp − (m − 1)(1 − p)) arg z

= ((α + m − 1)p − (m − 1)) arg z > 0.

So we can see Fp ∈ P+[0,∞). By (1), we can show that

hp(t) =
m∏

i=1

(t − ai)

fi,p(t) − fi,p(ai)

n∏
j=1

gj,p(t)(t − bj)

tgj,p(t) − bjgj,p(bj)

is operator monotone on [0,∞). When p tends to 1, hp(t) also tends to h(t).
Hence h(t) is operator monotone on [0,∞).

Example 10. Let 0 < pi ≤ 1 (i = 1, 2, . . . ,m) and 0 ≤ qj ≤ 1 (j =
1, 2, . . . , n). We put

fi(t) = tpi , gj(t) = tqj (t ≥ 0).

By the calculation

F (t) =

∏m
i=1 fi(t)

tm−1
∏n

j=1 gj(t)
= t

Pm
i=1 pi−

Pn
j=1 qj−(m−1),

we have, for real numbers ai, bj ≥ 0,

h(t) = t
Pn

j=1 qj
(t − a1) · · · (t − am)(t − b1) · · · (t − bn)

(tp1 − ap1

1 ) · · · (tpm − apm
m )(t1+q1 − b1+q1

1 ) · · · (t1+qn − b1+qn
n )

is operator monotone on [0,∞) by Theorem 9 if it holds

0 ≤
m∑

i=1

pi −
n∑

j=1

qj − (m − 1) ≤ 1,

i.e., F (t) is operator monotone on [0,∞).
When

∑m
i=1 pi =

∑n
j=1 qj + (m − 1), we can see that

h(t) =
t

Pn
j=1 qj(t − 1)m+n

∏m
i=1(t

pi − 1)
∏n

j=1(t
1+qj − 1)
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is operator monotone on [0,∞) and symmetric.
We can easily check that, if h1, h2 ∈ P+[0,∞) are symmetric, then the

functions

f(t) = h1(t)
1/ph2(t)

1−1/p (p > 1)

g(t) =
t

h1(t)

are also operator monotone on [0,∞) and symmetric.
Combining these facts, for ri, si (i = 1, 2, . . . , n) with

0 < r1, . . . , rc ≤ 1, 1 ≤ rc+1, . . . , rn ≤ 2

0 < s1, . . . , sd ≤ 1, 1 ≤ sd+1, . . . , sn ≤ 2

c∑
i=1

ri =
n∑

i=c+1

ri − 1,
d∑

i=1

si =
n∑

i=d+1

sj − 1,

we can see that the function

h(t) =

√√√√tγ
n∏

i=1

ri(tsi − 1)

si(tri − 1)

is operator monotone on [0,∞) and symmetric with h(1) = 1, where γ =
1 − c + d +

∑c
i=1 ri −

∑d
i=1 si.

By such a way, we can also construct from a symmetric operator monotone
function to new one.

Ackowledgemant. The author is grateful to the refree for his careful com-
ments.
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JI-DISTRIBUTIVE, DUALLY QUASI-DE MORGAN
SEMI-HEYTING AND HEYTING ALGEBRAS

HANAMANTAGOUDA P. SANKAPPANAVAR

Dedicated to Professor P.N. Shivakumar
A Great Humanitarian who changed the course of my life

Abstract. The variety DQD of dually quasi-De Morgan semi-
Heyting algebras and several of its subvarieties were investigated
in the series [26] - [31]. In this paper we define and investigate
a new subvariety JID of DQD, called “JI-distributive, dually
quasi-De Morgan semi-Heyting algebras”, defined by the identity:
x′ ∨ (y → z) ≈ (x′ ∨ y) → (x′ ∨ z), as well as the (closely re-
lated) variety DSt of dually Stone semi-Heyting algebras. Firstly,
we prove that DSt and JID are discriminator varieties of level 1
and level 2 respectively. Secondly, we give a characterization of
subdirectly irreducible algebras of the subvariety JID1 of JID of
level 1. As applications, we derive that the variety JID1 is the join
of the variety DSt and the variety of De Morgan Boolean semi-
Heyting algebras, give a concrete description of the subdirectly
irreducible algebras in the subvariety JIDL1 of JID1 defined by
the linear identity: (x → y) ∨ (y → x) ≈ 1, and deduce that
the variety JIDL1 is the join of the variety DStHC generated
by the dually Stone Heyting chains and the variety generated by
the 4-element De Morgan Boolean Heyting algebra. Furthermore,
we present an explicit description of the lattice of subvarieties of
JIDL1 and equational bases for all subvarieties of JIDL1. Finally,
we prove that the amalgamation property holds for all subvarieties
of DStHC.

1. Introduction

The De Morgan (strong) negation and the pseudocomplement are
two of the fairly well known negations that generalize the classical
negation. A common generalization of these two negations led to a

2010 Mathematics Subject Classification. Primary : 03G25, 06D20, 08B26;
Secondary : 08B15, 06D30, 06D15.

Key words and phrases. JI-distributive, dually quasi-De Morgan semi-Heyting
algebra, De Morgan semi-Heyting algebra, De Morgan Heyting algebra, dually
Stone semi-Heyting algebra, dually Stone Heyting algebra, discriminator variety,
simple algebra, subdirectly irreducible algebra, equational base.
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2 HANAMANTAGOUDA P. SANKAPPANAVAR

new variety of algebras, called “semi-De Morgan algebras”, which was
investigated in [24]. Several subvarieties of this variety, including a
subvariety called “(upper) quasi-De Morgan algebras” were also studied
in [24].

In a different vein, semi-Heyting algebras were introduced in [25] as
an abstraction of Heyting algebras. Using the dual version of quasi-De
Morgan negation, an expansion of semi-Heyting algebras, called “du-
ally quasi-De Morgan semi-Heyting algebras (DQD, for short)” was
defined and investigated in [26], as a common generalization of De
Morgan (or symmetric) Heyting algebras [23] (see also [19]) and dually
pseudocomplemented Heyting algebras [22]. It may also be mentioned
here that [8] has proposed recently a propositional logic, called “Du-
ally quasi-De Morgan semi-Heyting logic”, which has dually quasi-De
Morgan semi-Heyting algebras as an equivalent algebraic semantics.

Several new subvarieties of DQD were studied in [26]- [31], includ-
ing the variety DStHC generated by the dually Stone Heyting chains
(i.e., the expansion of the Gödel variety by the dual Stone operation),
the variety DMB of De Morgan Boolean semi-Heyting algebras and
the variety DMBH generated by the 4-element De Morgan Boolean
Heyting algebra. These investigations led us naturally to the prob-
lem of equational axiomatization for the join of the variety DStHC
and the variety DMBH. Our investigations into this problem led us
to the results of the present paper that include a solution to the just
mentioned problem.

In this paper we define and investigate a new subvariety of DQD,
called “JI-distributive, dually quasi-De Morgan semi-Heyting algebras
(JID, for short)”, defined by the identity: x′ ∨ (y → z) ≈ (x′ ∨ y) →
(x′∨z), as well as the (closely related) varietyDSt of dually Stone semi-
Heyting algebras. We first prove that DSt and JID are discriminator
varieties of level 1 and level 2 respectively (see Section 2 for defini-
tions). Secondly, we prove that the lattice of subvarieties of DStHC is
an ω + 1-chain. Thirdly, we give a characterization of subdirectly irre-
ducible algebras of the subvariety JID1 of level 1. As a first application
of it, we derive that the variety JID1 is the join of the variety DSt and
the variety DMB. As a second application, we give a concrete descrip-
tion of the subdirectly irreducible algebras in the subvariety JIDL1 of
JID1 defined by the linear identity: (x → y) ∨ (y → x) ≈ 1, and
deduce that the variety JIDL1 is the join of the variety DStHC gen-
erated by the dually Stone Heyting chains and the variety DMBH.
Other applications include a description of the lattice of subvarieties
of JIDL1, equational bases of all subvarieties of JIDL1, and the fact
that the amalgamation property holds in all subvarieties of DStHC.
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More explicitly, the paper is organized as follows: In Section 2 we
recall definitions, notations and results from [26], [27] and [28] and also
prove some new results needed in the rest of the paper. In Section 3,
we define the variety JID of JI-distributive, dually quasi-De Morgan
semi-Heyting algebras and give some arithmetical properties of JID.
In particular, we show that JID satisfies the ∨-De Morgan law and the
level 2 identity: (x∧x�∗)�∗ ≈ (x∧x�∗)�∗�∗. These two propertes allow us
to apply [26, Corollary 8.2(a)] to deduce that JID is a discriminator
variety. These properties also play a crucial role in the rest of the pa-
per. Section 4 will prove that the variety DSt is a discriminator variety
of level 1. It will also present some properties of DSt, which, besides
being of interest in their own right, will also be useful in the later sec-
tions. It is also proved that the lattice of subvarieties of DStHC is
an ω + 1-chain. In Section 5, we give a characterization of subdirectly
irreducible (= simple) algebras in the variety JID1 of level 1 and de-
duce that JID1 is the join of DSt and the variety DMB of De Morgan
Boolean semi-Heyting algebras. Several applications of this character-
ization are given in Section 6 and Section 7. We investigate, in Section
6, the variety JIDL1 of JI-distributive, dually quasi-De Morgan, linear
semi-Heyting algebras of level 1. An explicit description of subdirectly
irreducible algebras in JIDL1 is given, and from this description it is
deduced that JIDL1 = DStHC ∨ DMBH, which solves the afore-
mentioned problem of axiomatizing the join of DStHC and DMBH.
In Section 7, some applications of the just-mentioned result are given.
It is shown that the lattice of subvarieties of JIDL1 is isomorphic to
1⊕ [(ω + 1)× 2], where 1 and 2 are the 1-element and the 2-element
lattices, respectively. Also, (small) equational bases for all subvarieties
of JIDL1 are given. Finally, it is shown that all subvarieties ofDStHC
have the amalgamation property.

2. Preliminaries

In this section we recall some notions and known results needed
to make this paper as self-contained as possible. However, for other
information used but not mentioned here, we refer the reader to [5], [7]
and [20].

An algebra L = �L,∨,∧,→, 0, 1� is a semi-Heyting algebra ([25]) if
�L,∨,∧, 0, 1� is a bounded lattice and L satisfies:

(SH1) x ∧ (x → y) ≈ x ∧ y,
(SH2) x ∧ (y → z) ≈ x ∧ [(x ∧ y) → (x ∧ z)],
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4 HANAMANTAGOUDA P. SANKAPPANAVAR

(SH3) x → x ≈ 1.

Semi-Heyting algebras are distributive and pseudocomplemented, with
a∗ := a → 0 as the pseudocomplement of an element a.
Let L be a semi-Heyting algebra. L is a Heyting algebra if L satisfies:

(H) (x ∧ y) → y ≈ 1.

L is a Boolean semi-Heyting algebra if L satisfies:

(Bo) x ∨ x∗ ≈ 1.

L is a Boolean Heyting algebra if L is a Heyting algebra and satisfies
(Bo).

The following definition, taken from [26], is central to this paper.

DEFINITION 2.1. An algebra L = �L,∨,∧,→,� , 0, 1� is a semi-
Heyting algebra with a dual quasi-De Morgan operation or dually quasi-
De Morgan semi-Heyting algebra (DQD-algebra, for short) if
�L,∨,∧,→, 0, 1� is a semi-Heyting algebra, and L satisfies:

(a) 0� ≈ 1 and 1� ≈ 0,
(b) (x ∧ y)� ≈ x� ∨ y�,
(c) (x ∨ y)�� ≈ x�� ∨ y��,
(d) x�� ≤ x.

Let L be a DQD-algebra. L is a dually pseudocomplemented semi-
Heyting algebra (DPC-algebra) (see [24]) if L satisfies:

(e) x ∨ x� ≈ 1.

L is a dually Stone semi-Heyting algebra (DSt-algebra) if L satisfies
the dual Stone identity:

(DSt) x� ∧ x�� ≈ 0.

It should be noted that if (DSt) holds in a DQD-algebra L, then (e)
holds in L as well, and hence � is indeed the dual pseudocomplement
satisfying the dual Stone identity, and so L has, indeed, a dual Stone
algebra as a reduct. L is a De Morgan semi-Heyting algebra (DM-
algebra) if L satisfies:

(DM) x�� ≈ x.

The varieties of DQD-algebras, DPC-algebras, DSt-algebras, DM-
algebras are denoted, respectively, by DQD, DPC, DSt, and DM. If
the underlying semi-Heyting algebra of a DQD-algebra is a Heyting
algebra, then we add “H” at the end of the names of the varieties that
will be considered in the sequel. Thus, for example, DStH denotes the
variety of dually Stone Heyting algebras.

The following lemmas are basic to this paper. The proof of the first
lemma is straightforward and is left to the reader.
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LEMMA 2.2. Let L ∈ DQD and let x, y, z ∈ L. Then

(i) 1�∗ = 1, and 1 → x = x,
(ii) x ≤ y implies x� ≥ y�,
(iii) (x ∧ y)�∗ = x�∗ ∧ y�∗,
(iv) x��� = x�,
(v) (x ∨ y)� = (x�� ∨ y)�,
(vi) x ∧ [y ∨ (x → z)] = x ∧ (y ∨ z),
(vii) x ∧ (x → y)�� ≤ y.

LEMMA 2.3. Let L ∈ DQD and x, y ∈ L. Then

(1) (x ∨ y)� ≤ x� → (x ∨ y)�,
(2) [x ∨ (y ∨ z)�]� = (x ∨ y�)� ∨ (x ∨ z�)�,
(3) x ∧ [(x → y) ∨ z] = x ∧ (y ∨ z),
(4) y ∧ [x → (y ∧ z)] = y ∧ (x → z),
(5) x → (y ∧ z) ≥ y ∧ (x → z),
(6) x ≤ y → (x ∧ y),
(7) (x ∨ y)� = x� ∧ [(x ∨ y)� ∨ {x� → (x ∨ y)�}��],
(8) x ≤ (x → y) → y.

Proof.
(1) is straightforward to verify since (x ∨ y)� ≤ x�.

(2): [(x ∨ (y ∨ z)�]� = [x�� ∨ (y ∨ z)�]� by Lemma 2.2 (v)

= [x� ∧ (y ∨ z)]��

= [(x� ∧ y) ∨ (x� ∧ z)]��

= (x� ∧ y)�� ∨ (x� ∧ z)��

= (x�� ∨ y�)� ∨ (x�� ∨ z�)�

= (x ∨ y�)� ∨ (x ∨ z�)� by Lemma 2.2 (v)
(3) and (4) are easy to verify.

(5): [x → (y ∧ z)] ∧ y ∧ (x → z) = y ∧ [x → (y ∧ z)] ∧ (x → z)

= y ∧ (x → z) by (4).

(6): x = x ∧ (y → y) ≤ y → (x ∧ y) by (5).
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(7): (x ∨ y)′ = x′ ∧ (x ∨ y)′

= x′ ∧ [x′ → (x ∨ y)′]

= x′ ∧ [{x′ → (x ∨ y)′} ∨ {x′ → (x ∨ y)′}′′]
= [x′ ∧ (x ∨ y)′] ∨ [x′ ∧ {x′ → (x ∨ y)′}′′]
= x′ ∧ [(x ∨ y)′ ∨ {x′ → (x ∨ y)′}′′],

.

(8): x∧ [(x → y) → y] = x∧ [{x∧ (x → y)} → (x∧y)] = x∧ [(x∧y) →
(x ∧ y)] = x ∧ 1 = x, completing the proof. �

The following three 4-element algebras, called D1, D2, and D3 (fol-
lowing the notation of [26]), in DQD, play an important role in the
sequel. All three of them have the Boolean lattice reduct with the
universe {0, a, b, 1}, where b is the Boolean complement of a, and the
operation ′ is defined as follows: a′ = a, b′ = b, 0′ = 1, 1′ = 0, while
the operation → is defined in Figure 1.

D1 : D2 :

→ 0 1 a b
0 1 0 b a
1 0 1 a b
a b a 1 0
b a b 0 1

→ 0 1 a b
0 1 1 1 1
1 0 1 a b
a b 1 1 b
b a 1 a 1

D3 :

→ 0 1 a b
0 1 a 1 a
1 0 1 a b
a b a 1 0
b a 1 a 1

Figure 1

Let DQB and DMB denote respectively the subvarieties of DQD
and DM defined by (Bo). Also, by an earlier convention, DQBH
and DMBH denote, respectively, the subvarieties of DQB and DMB
defined by (H). V(K) denotes the variety generated by the class K of
algebras in DQD. The following proposition is proved in ([26]) and is
needed later in this paper.

PROPOSITION 2.4.

(a) DQB = DMB = V({D1,D2,D3}),
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(b) DQBH = DMBH = V(D2).

The following definition is from [26].

DEFINITION 2.5. Let L ∈ DQD and x ∈ L. For n ∈ ω, we define
tn(x) recursively as follows:

x0(�∗) := x;
x(n+1)(�∗) := (xn(�∗))�∗, for n ≥ 0;

t0(x) := x,
tn+1(x) := tn(x) ∧ x(n+1)(�∗), for n ≥ 0.

Let n ∈ ω. The subvariety DQDn of level n of DQD is defined by
the identity:

(lev n) tn(x) ≈ t(n+1)(x);

For a subvariety V of DQD, we let Vn := V ∩DQDn.

Recall from [26] (or [27]) thatBDQDSH is the subvariety ofDQD (=
DQDSH) defined by the identity:

(BL) (x ∨ y∗)� ≈ x� ∧ y∗�.

We will abbreviate BDQDSH by BDQD.
The following “simplicity condition”, (SC), is crucial in the rest of

the paper.

(SC) For every x ∈ L, if x �= 1, then x ∧ x�∗ = 0.

The following theorem, which was proved in [27, Corollary 4.1] (which
is, in turn, a consequence of Corollaries 7.6 and 7.7 of [26]), will play a
fundamental role in this paper.

THEOREM 2.6. [27, Corollary 4.1] Let L ∈ BDQD1 with |L| ≥ 2.
Then the following are equivalent:

(1) L is simple,
(2) L is subdirectly irreducible,
(3) L satisfies (SC).

3. JI-distributive, dually quasi-De Morgan semi-Heyting
algebras

The identity, x ∨ (y → z) ≈ (x ∨ y) → (x ∨ z), was shown in
[28, Corollary 3.55] to be an equational base for the variety gener-
ated by D2, relative to DQD. Let us refer to this identity as “strong
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JI-distributive identity”. We now introduce a slightly weaker iden-
tity, called “JI-distributive identity” (by restricting the first variable
to “primed” elements). The subvariety JID of DQD defined by this
identity and some of its subvarieties are the subject of our investigation
in the rest of this paper.

DEFINITION 3.1. The subvariety JID of DQD is defined by:

(JID) x′ ∨ (y → z) ≈ (x′ ∨ y) → (x′ ∨ z) (restricted Distribution of
Join over Implication).

Members of the variety JID are called “JI-distributive, dually quasi-
De Morgan semi-Heyting algebras” and will be referred to as JID-
algebras. Examples of JID-algebras come from a surprising source to
which we shall now turn. But, first we need some notation.

A DQD-algebra is a DQD-chain if its lattice reduct is a chain. Let
DQDC [DPCC] denote the variety generated by the DQD-chains
[DPC-chains]. The following lemma provides an important class of
examples of JID, which is partly the motivation for our interest in
JID.

LEMMA 3.2. DPCC ⊆ JID.

Proof. It suffice to show that DPCC |= (JID). Let A be a DPC-chain
and let a ∈ A \ {1}. Since A is a chain, we have a′ ≤ a or a ≤ a′ ,
from which we get that a ∨ a′ ≤ a or a ∨ a′ ≤ a′. Since A is dually
pseudocomplemented, we have a ∨ a′ = 1, implying a′ = 1, as a �= 1.
Now, it is routine to verify (JID) holds in A. �

For L a DPC-chain, it was observed in the proof of the preceding
lemma that the dual pseudocomplement ′ satisfies: a′ = 1, if a �= 1,
and hence L |= (DSt). Thus, we have the following corollary, where
DStC denotes the variety generated by the dually Stone semi-Heyting
chains.

COROLLARY 3.3. DPCC = DStC.

From now on, we use DPCC and DStC interchangeably. We note
that D1, D2, and D3 are also examples of JID-algebras.
In the rest of this section we present several useful arithmetical prop-

erties of JID. Following our convention made earlier, JIDH denotes
the subvariety of JID defined by the identity (H).

Throughout this section, we assume that L ∈ JID.

LEMMA 3.4. Let x, y, z ∈ L. Then

(1) x′ → (x′ ∨ y) = x′ ∨ (x′ → y),
(2) x′ → (x′ ∨ y) = x′ ∨ (0 → y),
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(3) x� ∨ (x� → y) = x� ∨ (0 → y); in particular, x� ∨ x�∗ = 1,
(4) (x� ∨ y) → x� = x� ∨ y∗,
(5) (x� ∨ y) → x� = x� ∨ (y → x�),
(6) x� ∨ (y → x�) = x� ∨ y∗,
(7) x� → (x ∨ y)� = x�∗ ∨ (x ∨ y)�.

Proof. Observe that x� → (x�∨y) = (x�∨x�) → (x�∨y) = x�∨ (x� → y)
by (JID), which proves (1). To prove (2), again using (JID), we get
x�∨(0 → y) = (x�∨0) → (x�∨y) = x� → (x�∨y). (3) is immediate from
(1) and (2). For (4), (x�∨y) → x� = (x�∨y) → (x�∨0) = x�∨(y → 0) =
x� ∨ y∗, in view of (JID). Next, (x� ∨ y) → x� = (x� ∨ y) → (x� ∨ x�) =
x� ∨ (y → x�), proving (5), and (6) is immediate from (4) and (5). For
(7), we have

x� → (x ∨ y)� = (x ∨ y)� ∨ [x� → (x ∨ y)�] by Lemma 2.3 (1)

= (x ∨ y)� ∨ x�∗ by (6).

�
We now prove an important property of the variety JID, namely the

∨-De Morgan law. We denote by Dms the subvariety of DQD (called
“dually ms semi-Heyting algebras”) defined by

(x ∨ y)� ≈ x� ∧ y� (∨-De Morgan Law).

THEOREM 3.5. JID ⊆ Dms.

Proof. Let x, y ∈ L. As x� ∧ x�∗�� ≤ x� ∧ x�∗ = 0, we get x� ∧ y� =
(x� ∧ x�∗��) ∨ (x� ∧ y�). Hence,

x� ∧ y� = x� ∧ (x�∗�� ∨ y�)
= x� ∧ [(x ∨ y)� ∨ x�∗�� ∨ y�] since (x ∨ y)� ≤ y�

= x� ∧ [(x ∨ y)� ∨ x�∗�� ∨ y���]
= x� ∧ [(x ∨ y)� ∨ (x�∗ ∨ y�)��]
= x� ∧ [(x ∨ y)� ∨ {(x�∗ ∨ x�)� ∨ (x�∗ ∨ y�)�}�] by Lemma 3.4 (3.4)
= x� ∧ [(x ∨ y)� ∨ {x�∗ ∨ (x ∨ y)�}��] by Lemma 2.3 (2)
= x� ∧ [(x ∨ y)� ∨ {x� → (x ∨ y)�}��] by Lemma 3.4 (7)
= (x ∨ y)� by Lemma 2.3 (7).

Hence, JID ⊆ Dms. �
The following lemma is useful in this and later sections.

LEMMA 3.6. Let x, y, z ∈ L. Then

(1) x�∗�� = x�∗,
(2) x��∗ = x�∗�,
(3) x → (x ∧ y�) = x∗ ∨ y�,
(4) (x ∧ y�∗)∗ = y� ∨ x∗,
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(5) (x� ∨ y��∗)∗� = (x�� ∧ y�∗)∗.

Proof. (1): From Lemma 3.4 (3) we have x� ∨ x�∗ = 1, which yields
x��� ∨ x�∗�� = 1, implying x� ∨ x�∗�� = 1, leading to x�∗ ≤ x�∗��; thus,
x�∗ = x�∗��.

(2): From x� ∨ x�∗ = 1 and Theorem 3.5 we get x�� ∧ x�∗� = 0, implying
x�∗� ≤ x��∗. To prove the reverse inequality, from x� ∧ x�∗ = 0, we get
x�� ∨ x�∗� = 1, from which it follows that x��∗ ≤ x�∗�.

(3): x∗ ∨ y� = (y� ∨ x) → y� by (JID)

= (y� ∨ x) → [y� ∨ (x ∧ y�)]

= y� ∨ [x → (x ∧ y�)] by (JID)

= x → (x ∧ y�) by Lemma 2.3 (6).

(4): (x ∧ y�∗)∗ = (x ∧ y���∗)∗ by Lemma 2.2 (v)

= (x ∧ y�∗��)∗ by (2) (twice)

= (x ∧ y�∗��) → (y� ∧ x ∧ y�∗��) as y� ∧ y�∗�� = 0

= y� ∨ (x ∧ y�∗��)∗ by (3)

= y� ∨ (x ∧ y���∗)∗ by (2) (twice)

= y� ∨ (x ∧ y�∗)∗

= y� ∨ [(x ∧ y�∗) → 0]

= [y� ∨ (x ∧ y�∗)] → y� by (JID)

= [(y� ∨ x) ∧ (y� ∨ y�∗)] → y�

= [(y� ∨ x) ∧ 1] → y� by Lemma 3.4 (3)

= (y� ∨ x) → y�

= y� ∨ (x → 0) by (JID)

= y� ∨ x∗.
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(5): (x� ∨ y��∗)∗� = (x� ∨ y�∗�)∗� by (2)

= (x ∧ y�∗)�∗�

= (x ∧ y�∗)��∗ by (2)

= (x� ∨ y�∗�)�∗

= (x�� ∧ y�∗��)∗ by Theorem 3.5

= (x�� ∧ y���∗)∗ by (2) (twice)

= (x�� ∧ y�∗)∗.
This completes the proof. �

3.1. An Alternate Definition of “level n”, for n ≥ 1.

The following lemmas enable us to give an alternate definition of “Level
n”, for n ≥ 1.

LEMMA 3.7. Let x ∈ L. Then x�∗∗ = x�.

Proof. Since x� ∨ x�∗ = 1 by Lemma 3.4, and x� ∧ x�∗ = 0, we get
x�∗∗ = x�. �

LEMMA 3.8. Let x ∈ L. Then x ∧ x�∗ ∧ x�∗�∗ = (x ∧ x�∗)�∗.

Proof. x ∧ x�∗ ∧ x�∗�∗ = x ∧ x�∗ ∧ x��∗∗ by Lemma 3.6 (2)

= x ∧ x�∗ ∧ x�� by Lemma 3.7

= x�∗ ∧ x��

= x�∗ ∧ x��∗∗ by Lemma 3.7

= x�∗ ∧ x�∗�∗ by Lemma 3.6 (2)

= (x ∧ x�∗)�∗.
�

Since JIDn = JID ∩ DQDn, the above lemma allows us to make
the following alternate (but equivalent) definition for JIDn, for n ∈ ω
such that n ≥ 1.

DEFINITION 3.9. Let n be an integer ≥ 1. The variety JIDn is the
subvariety of JID defined by

(Lev n) (x ∧ x�∗)(n−1)(�∗) ≈ (x ∧ x�∗)n(�∗).

Thus, in particular, JID1 and JID2 are, respectively, defined, rela-
tive to JID, by

(Lev 1) x ∧ x�∗ ≈ (x ∧ x�∗)�∗,
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(Lev 2) (x ∧ x�∗)�∗ ≈ (x ∧ x�∗)�∗�∗.

In the rest of the paper we will use these definitions for the levels of
JID1 and JID2.

3.2. The Level of JID.

Next, we wish to prove that JID is at Level 2.

THEOREM 3.10. We have

(1) JID1 ⊂ JID,
(2) JID = JID2.

Proof. First, we prove (2). That is, we need to prove that the “level 2”
identity holds in JID. Let x ∈ L.

(x ∧ x�∗)�∗�∗ = (x� ∨ x�∗�)∗�∗

= (x� ∨ x��∗)∗�∗ by Lemma 3.6 (2)

= (x�� ∧ x�∗)∗∗ by Lemma 3.6 (5)

= (x� ∨ x��∗)∗ by Lemma 3.6 (4)

= (x� ∨ x�∗�)∗ by Lemma 3.6 (2)

= (x ∧ x�∗)�∗.

Hence (2) is proved. For (1), we consider the following algebra SIX
with its lattice reduct, → and � as given in Figure 2. We note that
SIX ∈ JID; but it is not of level 1 (at a). �

�1

a�c �
�d �b

�0

�
�

�
�

�
�
�
�

�
�

�
�

�
�

Figure 2

→: 0 1 a b c d
0 1 1 1 1 1 1
1 0 1 a b c d
a 0 1 1 b c c
b c 1 1 1 c c
c b 1 a b 1 a
d b 1 1 b 1 1

�: 0 1 a b c d
1 0 b b c 1
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The following corollary is immediate from the above theorem and [26,
Corollary 8.2(a)].

COROLLARY 3.11. JID is a discriminator variety of level 2.

4. Dually Stone Semi-Heyting algebras

The study of dually Stone Heyting algebras goes back to [22], while
the investigations into the variety DSt of dually Stone semi-Heyting
algebras were initiated in [26]. In this section we will prove that the
variety DSt is a discriminator variety of level 1 and also present some
of its properties that, besides being of interest in their own right, will
be needed in the later sections. We will also consider the subvariety
DStHC of DStH generated by dually Stone Heyting chains and prove
that the lattice of subvarieties of DStHC is an ω + 1-chain–a result
which was implicit in [26, Section 13].

It is well-known that the identity (x ∧ y)∗ ≈ x∗ ∨ y∗ holds in Stone
algebras. The following lemma is just its dual.

LEMMA 4.1. Let L ∈ DSt. Then L satisfies: (x ∨ y)� ≈ x� ∧ y�.

See Section 2 for the definition of the condition (SC). The following
theorem will be useful in the sequel.

THEOREM 4.2. Let L ∈ DSt. Then

(a) L |= x�� ≈ x�∗;
(b) L |= (Lev 1);
(c) If L |= (SC), then L ∈ JID1.

Proof. We note that (a) is the dual of a well known property of Stone
algebras. From (a) we have (x ∧ x�∗)�∗ = (x ∧ x��)�∗ = x���∗ = x�∗ =
x�� = x ∧ x�∗, implying that (b) holds. Finally, let L ∈ DSt and
satisfy (SC), and let a ∈ L \ {1}. Then, by (SC) and (a), we have
a�� = a ∧ a�� = a ∧ a�∗ = 0, implying a� = 1. Then it is straightforward
to verify that L |= (JID). Hence, (c) holds, in view of (b). �
REMARK 4.3. In contrast to DSt, DPC is not, however, at level
1. For example, the algebra EIGHT with its lattice reduct, → and
� as given below, is, in fact, in the subvariety of DPC, defined by:
(x∨ y)� ∧ (x� ∨ y)� ∧ (x∨ y�)� = 0; but it fails to satisfy (Lev 1) identity.

�1
�e�f

d�c �
�a �5

�0

�
�

�
�

�
�

�
�

�
�

�
�
�
�

�
�

�
�

�
�
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The following corollary is immediate from the above theorem and [26,
Corollary 8.2(a)].

COROLLARY 3.11. JID is a discriminator variety of level 2.

4. Dually Stone Semi-Heyting algebras

The study of dually Stone Heyting algebras goes back to [22], while
the investigations into the variety DSt of dually Stone semi-Heyting
algebras were initiated in [26]. In this section we will prove that the
variety DSt is a discriminator variety of level 1 and also present some
of its properties that, besides being of interest in their own right, will
be needed in the later sections. We will also consider the subvariety
DStHC of DStH generated by dually Stone Heyting chains and prove
that the lattice of subvarieties of DStHC is an ω + 1-chain–a result
which was implicit in [26, Section 13].

It is well-known that the identity (x ∧ y)∗ ≈ x∗ ∨ y∗ holds in Stone
algebras. The following lemma is just its dual.

LEMMA 4.1. Let L ∈ DSt. Then L satisfies: (x ∨ y)� ≈ x� ∧ y�.

See Section 2 for the definition of the condition (SC). The following
theorem will be useful in the sequel.

THEOREM 4.2. Let L ∈ DSt. Then

(a) L |= x�� ≈ x�∗;
(b) L |= (Lev 1);
(c) If L |= (SC), then L ∈ JID1.

Proof. We note that (a) is the dual of a well known property of Stone
algebras. From (a) we have (x ∧ x�∗)�∗ = (x ∧ x��)�∗ = x���∗ = x�∗ =
x�� = x ∧ x�∗, implying that (b) holds. Finally, let L ∈ DSt and
satisfy (SC), and let a ∈ L \ {1}. Then, by (SC) and (a), we have
a�� = a ∧ a�� = a ∧ a�∗ = 0, implying a� = 1. Then it is straightforward
to verify that L |= (JID). Hence, (c) holds, in view of (b). �
REMARK 4.3. In contrast to DSt, DPC is not, however, at level
1. For example, the algebra EIGHT with its lattice reduct, → and
� as given below, is, in fact, in the subvariety of DPC, defined by:
(x∨ y)� ∧ (x� ∨ y)� ∧ (x∨ y�)� = 0; but it fails to satisfy (Lev 1) identity.

�1
�e�f

d�c �
�a �5

�0

�
�

�
�

�
�

�
�

�
�

�
�
�
�

�
�

�
�

�
�
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�: 0 1 e c a b f d
1 0 c e 1 1 e 1

→: 0 1 e c a b f d
0 1 0 0 b b c 0 0
1 0 1 e c a b f d
e 0 1 1 c c b f f
c b c a 1 e 0 c a
a b c c 1 1 0 c c
b c b b 0 0 1 b b
f 0 1 e c a b 1 e
d 0 1 1 c c b 1 1

The following corollary is immediate from Lemma 4.1, Theorem 4.2
and [26, Corollary 8.2(a)].

COROLLARY 4.4. DSt is a discriminator variety of level 1.

Observe that Lemma 4.1 impies that DSt satisfies (BL). The follow-
ing corollary is, therefore, immediate from Theorem 4.2(b) and Theo-
rem 2.6.

COROLLARY 4.5. Let L ∈ DSt with |L| ≥ 2. Then the following
are equivalent:

(1) L is simple,
(2) L is subdirectly irreducible,
(3) L satisfies (SC).

4.1. The variety DStHC.

Recall that DStHC is the variety generated by dually Stone Heyt-
ing chains. We now give an application of Corollary 4.5.

DEFINITION 4.6. For n ∈ N, let Cdp
n denote the n-element DStH-

chain such that
Cdp

n = {0, a1, a2, . . . , an−2, 1}, where 0 < a1 < a2 < · · · < an−2 < 1.

We denote by V(Cdp
n ) the variety generated by Cdp

n . (Note that Cdp
3

is the same as Ldp
1 given in [26].)

It follows from Corollary 3.3 that DPCHC = DStHC. The follow-
ing theorem was implicit in [26, Section 13].
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THEOREM 4.7. The lattice of subvarieties of DStHC is the follow-
ing ω + 1-chain:

V(Cdp
1 ) < V(Cdp

2 ) < · · · < V(Cdp
n ) < · · · < DStHC.

Proof. We claim that subdirectly irreducible algebras in DStHC are
precisely the DStH-chains. For, let Cdp be a DStHC-chain and let
x ∈ Cdp. Since x ≤ x� or x� ≤ x, it follows that x = 1 or x� = 1, for
every x ∈ Cdp, which implies that Cdp satisfies (SC). On the other
hand, let A ∈ DStHC satisfy (SC). Let a ∈ A \ {1}. By Theorem
4.2 (a) we have a�∗ ≤ a; hence by (SC), we get a�∗ = 0, implying
a� = 1, again by Theorem 4.2 (a). Since each DStHC-chain satisfies
the identity: (L) (x → y) ∨ (y → x) ≈ 1, it follows that DStHC
satisfies it too, implying that A |= (L). Hence, any two elements of
A are comparable in A, so A is a DStH-chain. Thus, A ∈ DStHC
is subdirectly irreducible iff A is a DStH-chain. Now it is not hard
to observe that if an identity fails in an infinite DStHC-chain, then
it fails in a finite DStHC-chain. Thus DStHC is generated by finite
DStH-chains. Hence, the conclusion of the theorem follows. �

Note, however, that if we consider DStC-chains with semi-Heyting
reducts that are not Heyting algebras, the situation gets more com-
plicated, since the structure of the lattice of subvarieties of DStC is
quite complex, as shown by the following class of examples: Let A be a
semi-Heyting algebra. Let Ae be the expansion of A by adding a unary
operation � as follows:

x� = 0, if x = 1, and x� = 1, otherwise.

Then it is clear that Ae is a DSt-algebra and is simple. In particular,
if A is a semi-Heyting-chain, then Ae ∈ DStC and is simple. Further-
more, the number of semi-Heyting chains even for a small size is large;
for example, there are 160 semi-Heyting chains of size 4 and, there-
fore, there are 160 DStC-chains of size 4. If we denote the 2-element,
non-Boolean, dually Stone semi-Heyting algebra by 2̄e, then it is in-
teresting to observe that 2̄e ∈ DStC \DStHC, and DStHC is only
a ”small” subvariety of DStC. These observations naturally suggest
that the following open problem is of interest:

Problem: Investigate the structure of the lattice of subva-
rieties of DStC.
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5. Subdirectly Irreducible Algebras in JID1

Recall that the variety JID1 is the subvriety of JID defined by

(Lev 1) x ∧ x�∗ ≈ (x ∧ x�∗)
�∗
.

In this section we give a somewhat concrete characterization of sub-
directly irreducible (=simple) algebras in the variety JID1.
The following theorem follows immediately from Theorem 3.10 and

Theorem 2.6.

THEOREM 5.1. Let L ∈ JID1 with |L| ≥ 2. Then the following are
equivalent:

(1) L is simple,
(2) L is subdirectly irreducible,
(3) L satisfies (SC).

We now wish to refine further the above characterization of the sub-
directly irreducible algebras in JID1. In view of the above theorem,
it suffices to characterize the algebras in JID1 satisfying the condition
(SC).

Unless otherwise stated, in the rest of this section we as-
sume that L ∈ JID1 with |L| ≥ 2 and satisfies the simplicity
condition (SC).

LEMMA 5.2. Let a, b ∈ L such that a� = a. Then

a ∨ b ∨ b∗ = 1.

Proof. From Lemma 3.4 (4) and a� = a, we have

(1) (a ∨ b) → a = a ∨ b∗.

Now,

a ∨ (a ∨ b)�∗ = a� ∨ [(a ∨ b)� → 0]

= [a� ∨ (a ∨ b)�] → (a� ∨ 0), by (JID)

= a� → a� as a� ≥ (a ∨ b)�

= 1.

Thus, we have

(2) a ∨ (a ∨ b)�∗ = 1.
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If a∨b = 1, then clearly the lemma is true. So, we assume that a∨b �= 1.
Then (a ∨ b) ∧ (a ∨ b)�∗ = 0 by (SC), and hence, we have

a = a ∨ (b ∧ b∗)

= (a ∨ b) ∧ (a ∨ b∗)

= [(a ∨ b) ∧ (a ∨ b)�∗] ∨ [(a ∨ b) ∧ (a ∨ b∗)] by (SC)

= (a ∨ b) ∧ [(a ∨ b)�∗ ∨ (a ∨ b∗)]

= (a ∨ b) ∧ [(a ∨ b)�∗ ∨ {(a ∨ b) → a}] by (1)

= (a ∨ b) ∧ [{(a ∨ b) → a} ∨ (a ∨ b)�∗]

= (a ∨ b) ∧ [a ∨ (a ∨ b)�∗] by Lemma 2.3(3)

= a ∨ b by (2).

Hence, a∨b = a, which implies, by (1), that a∨b∗ = 1. The conclusion
of the lemma is now immediate. �
LEMMA 5.3. Let x ∈ L \ {1}. Then x ≤ x�.

Proof. Since x �= 1, we have x ∧ x�∗ = 0 by (SC), from which we get
(x� ∨ x)∧ (x� ∨ x�∗) = x�, whence x� ∨ x = x�, as x� ∨ x�∗ = 1 by Lemma
3.4 (3), proving the lemma. �
LEMMA 5.4. Let |L| > 2 and let a ∈ L such that a� = a. Then the
height of L is at most 2.

Proof. Suppose there are b, c ∈ L such that 0 < b < c < 1. We wish to
arrive at a contradiction.
From Lemma 5.3 we have c ≤ c�, from which it follows that

(3) b ≤ c�.

Claim 1: b� = 1.
Suppose b� �= 1. Then, by Lemma 5.3, we get b� ≤ b�� ≤ b ≤ c; thus

b� ≤ c. Next, b ≤ c implies c� ≤ b�; and also c ≤ c� from Lemma 5.3,
whence c ≤ b�. Thus we conclude that b� = c, whence c� = b�� ≤ b,
implying c� = b, by (3). Then, in view of Lemma 5.3. we have c ≤ c� =
b; thus c ≤ b, which is a contradiction, proving the claim.

From Lemma 5.2 we have a ∨ b ∨ b∗ = 1. Hence, a� ∧ b� ∧ b∗� = 0
by Theorem 3.5, implying a ∧ b∗� = 0 by Claim 1 and the hypothesis.
Thus

(4) a ∧ b∗� = 0.

Therefore, a ∨ b∗ ≥ a ∨ b∗�� = 1 as a� = a, yielding b ≤ a. Hence, again
from (4), we obtain

(5) b ∧ b∗� = 0.
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Claim 2: b ∨ b∗ = 1.
Suppose the claim is false. Then b ≤ b∨ b∗ ≤ (b∨ b∗)� by Lemma 5.3,

whence b ≤ b� ∧ b∗�, which implies b = b ∧ b� ∧ b∗� = 0 by the equation
(5), contrary to b > 0, proving the claim.

From Claim 2 and Theorem 3.5 we have b�∧ b∗� = 0, Since b� = 1 by
Claim 1, it follows that b∗� = 0, whence b∗ ≥ b∗�� = 1; so b ≤ b∗∗ = 0,
contradicting b > 0, proving the lemma. �
LEMMA 5.5. For every x ∈ L, x = 1 or x� = 1 or x = x�.

Proof. Suppose x ∈ L such that x �= 1 and x� �= 1. Then by Lemma
5.3, we have x ≤ x�. Also, since x� �= 1, we have x� ≤ x�� ≤ x, again by
Lemma 5.3. So, x = x�, proving the lemma. �
LEMMA 5.6. Let a ∈ L such that a� = a. Then a∗� = a∗.

Proof. First, observe that a �= 0 and a �= 1, since a = a�. Suppose
a∗� �= a∗. The following claims will lead to a contradiction.

Claim 1: a∗ = a∗��.
a ∨ a∗�� = a�� ∨ a∗�� = (a ∨ a∗)�� = [a� ∨ (a� → 0)]�� = 1 by Lemma

3.4(3). Hence, a∨a∗�� = 1, implying a∗ ≤ a∗��, and so a∗ = a∗��, proving
the claim.

Claim 2: a∗ = 0.
We have, by Lemma 5.5, that a∗� = 1 or a∗�� = 1 or a∗� = a∗��. So, by

Claim 1, we get a∗ = a∗�� = 0 or a∗ = 1 (as a∗ ≥ a∗��) or a∗� = a∗.
But, we know, by our assumption, that a∗ �= a∗�. Hence, a∗ = 0 or
a∗ = 1, which clearly implies a∗ = 0 or a = 0. Since we know that
a �= 0, the claim is proved.

Now, in view of (JID) and Claim 2, we have a = a ∨ 0 = a ∨ a∗ =
a� ∨ (a → 0) = (a� ∨ a) → (a� ∨ 0) = a → a = 1, implying a = 1, which
is a contradiction, proving the lemma. �
PROPOSITION 5.7. Let |L| > 2. Suppose there is an a ∈ L such
that a� = a. Then L ∈ {D1,D2,D3}, up to isomorphism.

Proof. In view of Lemma 5.4 and |L| > 2, the height of L is exactly 2.
Since the lattice reduct of L is distributive, L is either a 3-element chain
or a 4-element Boolean lattice. We know from Lemma 5.6 that a∗� = a∗.
Thus a and a∗ are complementary, implying that the lattice reduct of
L is a 4-element Boolean lattice; so L |= (Bo), and hence L ∈ DQB.
Then, from Proposition 2.4 (a) it follows that L ∈ {D1,D2,D3}, up
to isomorphism. �
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PROPOSITION 5.8. Suppose x′ �= x, for every x ∈ L. Then L ∈
DSt.

Proof. Let x ∈ L. Without loss of generalty, we can assume that
x �= 1. Then we claim that x′ = 1. For, assume that x′ �= 1. Then,
by Lemma 5.3 we get x ≤ x′ and x′ ≤ x′′, which implies x = x′,
as x′′ ≤ x, contradicting the hypothesis. So, we have x′ = 1, which
implies x′ ∧ x′′ = 0, Hence L is a dually Stone semi-Heyting algebra,
completing the proof. �

We are now ready to prove our main theorem of this section.

THEOREM 5.9. Let L ∈ DQD with |L| ≥ 2. Then the following
are equivalent:

(a) L is a subdirectly irreducible algebra in JID1,
(b) L is a simple algebra in JID1,
(c) L ∈ JID1 such that (SC) holds in L,
(d) L ∈ {D1,D2,D3}, up to isomorphism, or L ∈ DSt such that

L satisfies (SC).

Proof. In view of Theorem 5.1, we only need to prove (c) ⇔ (d). Now,
suppose (d) holds. First, let us suppose L ∈ {D1,D2,D3}, up to
isomorphism. Then it is routine to verify that {D1,D2,D3} ⊆ JID1

and {D1,D2,D3} satisfies (SC), implying (c). Next, suppose L ∈ DSt
such that L satisfies (SC). Then L ∈ JID1, in view of Theorem 4.2(c),
implying that (c) holds. Thus (d) ⇒ (c). To prove the converse,
suppose (c) holds. We consider two cases. First, suppose there is an
a ∈ L such that a′ = a. Then, by Proposition 5.7, L ∈ {D1,D2,D3},
up to isomorphism, implying (d).

Next, suppose there is no element a ∈ L such that a′ = a. Hence, L
satisfies:

(6) For every x ∈ L, x′ �= x.

Then, using Proposition 5.8, we obtain that L is dually Stone, which,
together with the hypothesis, leads us to conclude (c) ⇒ (d). �

We have the following important consequence of Theorem 5.9.

COROLLARY 5.10. JID1 = DSt ∨ V(D1,D2,D3).

Recall that JIDH is the subvariety of JID defined by the identity:
(x ∧ y) → x ≈ 1, and DStH is the variety of dually Stone Heyting
algebras. Now, we focus on the subvariety JIDH1 of JIDH. Note
that the variety of Boolean algebras is the only atom in the lattice of
subvarieties of JIDH1. For V a subvariety of JIDH1, let L(V) and
L+(V) denote, respectively, the lattice of subvarieties of V and the
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lattice of nontrivial subvarieties of V. Let 1 ⊕ L denote the ordinal
sum of the trivial lattice 1 and a lattice L.

Restricting the semi-Heyting reduct in the above corollary to Heyting
algebras, we obtain the following interesting corollary, where 2 denotes
a 2-element lattice.

COROLLARY 5.11. We have

(1) JIDH1 = DStH ∨V(D2),
(2) L(JIDH1) ∼= 1⊕ (L+(DStH)× 2).

The preceding corollary leads to the following open problem.

PROBLEM: Investigate the structure of L+(DStH).

6. JI-distributive, dually quasi-De Morgan, linear
Semi-Heyting Algebras

In this section we focus on the linear identity:

(L) (x → y) ∨ (y → x) ≈ 1.

Let DQDL [JIDL] denote the subvariety of DQD [JID] defined
by (L), and let JIDLH denote the subvariety of JIDL consisting of
JI-distributive, dually quasi-De Morgan, linear Heyting algebras.

The following result is needed later in this section. Part (a) of it is
proved in [26, Lemma 12.1(f)], and (b) follows immediately from (a).

PROPOSITION 6.1. [26, Lemma 12.1(f)] Let L be a linear semi-
Heyting algebra (i.e., L |= (L)). Then

(a) L |= (H),
(b) JIDL = JIDLH.

LEMMA 6.2. Let L ∈ DQDL and let x, y ∈ L. Then

(a) (x → y) ∨ (y → x)′′ = 1,
(b) x ≤ y ∨ (y → x)′′.

Proof. (x → y) ∨ (y → x)′′ ≥ (x → y)′′ ∨ (y → x)′′ = [(x → y) ∨ (y →
x)]′′ = 1 by (L), proving (a). Using (a), we get x ∧ [y ∨ (y → x)′′] =
(x ∧ y) ∨ [x ∧ (y → x)′′] = [x ∧ (x → y) ∨ [x ∧ (y → x)′′] = x ∧ [(x →
y) ∨ (y → x)′′] = x ∧ 1 = x, implying (b). �

Note that the algebra SIX described earlier in Section 3 is actually
an algebra in JIDL. Hence JIDL does not satisfy (Lev 1); but JIDL
is at level 2, in view of Theorem 3.10.
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In this section, our goal is to present, as an application of Theorem
5.9, an explicit description of subdirectly irreducible (= simple) alge-
bras in the variety JIDL1 of JI-distributive, dually quasi-De Morgan,
linear semi-Heyting algebras of level 1.

Recall that DPCC = DStC and DPCHC = DStHC. So, we use
these names interchangeably.

LEMMA 6.3. DPCC |= (Lev1).

Proof. Let L be a DPC-chain and let x ∈ L. Since x, x� are compara-
ble, we have x ∨ x� = x or x ∨ x� = x�, implying x = 1 or x� = 1, as
x∨ x� = 1. Then it is easy to see that (Lev 1) holds in L, and hence in
DPCC. �

PROPOSITION 6.4. DPCHC ∨ V(D2) ⊆ JIDL1.

Proof. It follows from Lemma 3.2, and Lemma 6.3 that DPCHC sat-
isfies (JID) and (Lev 1), and it is easy to see that DPCHC |= (L).
Also, it is routine to verify that (JID), (L) and (Lev 1) hold in D2. �

Our goal in this section is to prove that, in fact, the equality holds
in the statement of the above Proposition.

Unless otherwise stated, in the rest of this section we as-
sume that L ∈ JIDL1 with |L| > 2 and satisfies (SC).

LEMMA 6.5. Let x, y ∈ L such that x ∨ y �= 1. Then, x ≤ y�.

Proof. Let x ∨ y �= 1. Since y� ∨ (x ∨ y)�∗ ≥ y� ∨ y�∗ = 1 by Lemma
3.4 (3), we get, using (SC), that x = x ∧ (x ∨ y) ∧ [y� ∨ (x ∨ y)�∗] =
x ∧ [{(x ∨ y) ∧ y�} ∨ {(x ∨ y) ∧ (x ∨ y)�∗}] = x ∧ (x ∨ y) ∧ y� = x ∧ y�,
whence x ≤ y�. �

LEMMA 6.6. Let a, b ∈ L such that a� �= a, a �= 1, and a �≤ b. Then
(a → b)�� = 0.

Proof. First, we claim that a �≤ (a → b)��. For, suppose a ≤ (a → b)��;
then a = a ∧ (a → b)�� ≤ b by Lemma 2.2 (vii), implying a ≤ b,
which is a contradiction to the hypothesis a �≤ b. Hence a �≤ (a → b)��.
Then a ∨ (a → b)� = 1 by (the contrapositive of) Lemma 6.5, whence
a��∨ (a → b)��� = 1. Since a �= 1 and a� �= a by hypothesis, we get a� = 1
by Lemma 5.5, whence a�� = 0. Then we conclude that (a → b)�� = 0,
proving the lemma. �

We are now ready to give an explicit description of subdirectly irre-
ducible (=simple) algebras in JIDL1.

DUALLY QUASI-DE MORGAN SEMI-HEYTING ALGEBRAS 265



22 HANAMANTAGOUDA P. SANKAPPANAVAR

THEOREM 6.7. Let L ∈ DQD1 with |L| > 2. Then the following
are equivalent:

(1) L is a subdirectly irreducible algebra in JIDL1,
(2) L is a simple algebra in JIDL1,
(3) L ∈ JIDL1 such that (SC) holds in L,
(4) L ∼= D2, or L is a DStH-chain.

Proof. (1) ⇔ (2) ⇔ (3) follow from Theorem 5.9. So we need to
prove (3) ⇒ (4) ⇒ (3). Suppose (3) holds. Then, by Theorem 5.9,
either L ∈ {D1,D2,D3}, or L ∈ DSt and satisfies (SC). In the former
case, since L |= (L), it follows from Proposition 6.1 that L |= (H).
Hence L ∼= D2. Next, we assume the latter case. So, L ∈ DSt and
satisfies (SC). Since L |= (L) by hypothesis, we get, by Proposition
6.1, that L ∈ DStH. So, we need only prove that L is a chain. Let
a, b ∈ L \ {1} such that a �≤ b. Then, from Lemma 6.2(b), we have
that b ≤ a ∨ (a → b)′′. Also, since L |= (DSt), it is clear that a′ �= a.
Hence, by Lemma 6.6, we get (a → b)′′ = 0, implying b ≤ a. Thus,
the lattice reduct of L is a chain, and so, (3) ⇒ (4). Finally, assume
(4) holds. First, if L ∼= D2, then it is routine to verify that (3) holds.
Next, suppose L is a DStH-chain and let x ∈ L. Then, x′ ≤ x′′ or
x′′ ≤ x′, implying x′ ∧ x′′ = x′ or x′ ∧ x′′ = x′′. Hence, by (DSt), we
get x′ = 0 or x′ = 1, from which it is easy to see that L satisfies (SC).
So, from Theorem 4.2 (c), we conclude that L ∈ JID1. Also, it is
well known that Heyting chains satisfy (L). Thus, L ∈ JIDL1 and L
satisfies (SC), implying (3). �

The following corollary is immediate from Theorem 6.7.

COROLLARY 6.8. JIDL1 = DStHC ∨ V(D2).

We would like to mention here that the attempt to solve the problem
of axiomatization of DStHC ∨ V(D2) led to the results of this paper,
with Corollary 6.8 yielding a solution to that problem.

We conclude this section with an axiomatization of DStHC.

THEOREM 6.9. DStHC = DStL.

Proof. We know from the proof of Theorem 4.7 that the subdirectly
irreducible algebras in DStHC are precisely the DStH-chains. So, to
complete the proof, it suffices to prove that the subdirectly irreducible
algebras in DStL are precisely the DStH-chains. For this, first note
that from Proposition 6.1 we have that a linear semi-Heyting algebra
satisfies (L) and hence DStL |= (H), implying DStL ⊆ DStH. Now,
let L be a subdirectly irreducible (= simple) algebra in DStL. We
wish to show that L is a Heyting chain. Let a, b ∈ L be arbitrary. By
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Corollary 4.5, L satisfies (SC); and L |= (H), as DStL |= (H). Hence,
by Lemma 6.2 (a), we have

(7) L |= (x → y) ∨ (y → x)�� = 1.

Suppose that a �= 1. Then from (SC) we have a ∧ a�∗ = 0, whence
a ∧ a�� = 0 by Lemma 4.2 (a), implying a� = 1. Thus we have proved

(8) For every x ∈ L, x = 1 or x� = 1.

Hence, by (8), we get (a → b)� = 1 or (a → b)�� = 1, implying (a →
b)�� = 0 or (a → b) = 1. So,, by (7), we have b → a = 1 or a → b = 1,
implying b ≤ a or a ≤ b, as L |= (H). Thus L is a DStH-chain,
completing the proof. �

7. More Consequences of Theorem 6.7

In this section we present some more consequences of Theorem 6.7.
As mentioned earlier, the axiomatizations of the variety DPCHC

(= DStHC) and all of its subvarieties were given in [26].
The following corollary is immediate from Corollary 6.8 and Theorem

4.7.

COROLLARY 7.1.

(1) L(JIDL1) ∼= 1⊕ [(ω + 1)× 2].
(2) JIDL1 and DStHC are the only two elements of infinite height

in the lattice L(JIDL1).
(3) V ∈ L+(JIDL1) is of finite height iff V is either V(D2), or

V(Cdp
n ) for some n ∈ N \ {1}, or V(Cdp

m ) ∨ V(D2) for some
m ∈ N \ {1}.

In Corollaries 7.2-7.5, we give equational bases to all subvarieties of
JIDL1.

COROLLARY 7.2. The variety DStHC is defined, modulo JIDL1,
by

x ∨ x� ≈ 1.

Proof. Observe that DStHC |= x ∨ x� ≈ 1, but V(D2) �|= x ∨ x� ≈ 1,
and then apply Theorem 6.7. �

The variety V(D2) was axiomatized in [26]. Here is a new one.

COROLLARY 7.3. The variety V(D2) is defined, modulo JIDL1,
by
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x�� ≈ x.

Proof. Observe that DStHC �|= x�� ≈ x, but V(D2) |= x�� ≈ x, and
then use Theorem 6.7. �
COROLLARY 7.4. Let n ≥ 2. The variety V(Cdp

n ) ∨ V(D2) is
defined, modulo JIDL1, by

(Cn) x1∨x2∨· · ·∨xn∨(x1 → x2)∨(x2 → x3)∨· · ·∨(xn−1 → xn) = 1.

Proof. We now prove that Cdp
n |= (Cn). Let �c1, c2, . . . , cn� ∈ Cdp

n be
an arbitrary assignment in Cdp

n for the variables xi such that ci is the
value of xi, for i = 1, · · · , n. If ci ≤ ci+1 for some i, then ci → ci+1 = 1,
as Cdp

n has a Heyting algebra reduct, and hence, the identity holds in
Cdp

n . So, we assume that ci > ci+1, for i = 1, 2, · · · , n. Then, c1 = 1
since |Cdp

n | = n, implying that (Cn) holds in Cdp
n . Also, it is routine to

check that that D2 |= (C2) and (Ci) implies (Ci+1), for i = 2, · · · , n−1.
So, D2 |= (Cn), implying that V(Cdp

n ) ∨ V(D2) |= (Cn).
Next, suppose that V is the subvariety of JIDL1 satisfying (Cn).

Then, by Corollary 3.11, V is a discriminator variety. Let L be a sim-
ple (= subdirectly irreducible) algebra in V. Then, it follows from
Corollary 6.8 (or Theorem 6.7) that L is a DStH-chain or L ∼= D2.
Suppose that L is a DStH-chain. Assume, if possible, |L| > n.
Then, there exist b1, b2 · · · , bn−1 ∈ L such that 0 < b1 < · · · , <
bn−1 < 1. Since L |= (Cn), we can assign �bn−1, bn−2, · · · , b1, 0� for
�x1, x2, · · · , xn−1, xn�. Then, bn−1∨(bn−1 → bn−2)∨· · · ,∨(b1 → 0) = 1,
yielding bn−1 ∨ bn−2 ∨ · · · ∨ b1 ∨ 0 = 1, implying that bn−1 = 1, which
is a contradiction. Thus we have |L| ≤ n, from which it follows that
V ⊆ V(Cdp

n ) ∨ V(D2), completing the proof. �
COROLLARY 7.5. The variety V(Cdp

n ) is defined, modulo JIDL1,
by

(1) x ∨ x� ≈ 1,
(2) x1∨x2∨· · ·∨xn∨(x1 → x2)∨(x2 → x3)∨· · ·∨(xn−1 → xn) = 1.

For a different base for V(Cdp
n ), see [26]. Regularity was studied in

[26], [27], [28] and [29]. Here is another use of it.

COROLLARY 7.6. The variety V(Cdp
3 ) ∨V(D2) is defined, modulo

JIDL1, by

x ∧ x+ ≤ y ∨ y∗ (Regularity), where x+ := x�∗�.
It is also defined, modulo JIDL1, by

x ∧ x� ≤ y ∨ y∗.

The variety V(Cdp
3 ) is axiomatized in [26]. Here is another axioma-

tization for it.
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COROLLARY 7.7. The variety V(Cdp
3 ) is defined, modulo JIDL1,

by

(1) x ∧ x+ ≤ y ∨ y∗ (Regularity),
(2) x� = x+.

7.1. Amalgamation Property. We now examine the Amalgamation
Property for subvarieties of the variety DStHC. For this purpose, we
need the following lemma whose proof is straightforward.

We use “≤” to abbreviate “is a subalgebra of” in the next lemma.
Recall from Theorem 4.7 (see also [26]) that the proper, nontriv-

ial subvarieties of DStHC are precisely the subvarieties of the form
V(Cdp

n ), for n ∈ N.
LEMMA 7.8. Let m,n ∈ N. Then

Cdp
m ≤ Cdp

n , for m ≤ n.

COROLLARY 7.9. Every subvariety of DStHC has Amalgamation
Property.

Proof. It follows from Corollary 4.4 that DStHC is a discriminator
variety; and hence has CEP. Also, from Theorem 6.7 we obtain that
every subalgebra of each subdirectly irreducible (= simple) algebra in
DStHC is subdirectly irreducible. Let V be a subvariety of DStHC.
Then, using a result from [11] that we need only consider an amalgam
(A: B, C), where A, B, C are simple in V and A a subalgebra of B
and C. First, suppose V = V(Cdp

n ) for some n. Then B and C are
DStHC-chains. Then, in view of the preceding lemma, it is clear that
the amalgam (A: B, C) can be amalgamated in V. Next, suppose
V = DStHC, then it is clear that the amalgamation can be achieved
as in the previous case. �

We conclude this section with the following remark: Since every sub-
varietyV ofDStHC has Congruence Extension Property and Amalga-
mation Property, it follows from Banachewski [6] that all subvarieties of
DStHC have enough injectives (see [6] for the definition of this notion).
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[14] T. Hecht and T. Katrinâk, Equational classes of relative Stone algebras, Notre
Dame Journal of Formal Logic Volume XIII, Number 2, (1972), 395–408.

[15] B. Jónsson, Algebras whose congruence lattices are distributive, Math. Scand.
21 (1967), 110–121.

[16] W. McCune, Prover9 and Mace 4, http://www.cs.unm.edu/mccune/prover9/
[17] V. Yu. Meskhi, A discriminator variety of Heyting algebras with involution,

Algebra i Logika 21 (1982), 537–552.
[18] Gr. C. Moisil, Logique modale, Disquisitiones Mathematicae et Physica, 2

(1942), 3-98.
[19] A. Monteiro, Sur les algebres de Heyting symetriques, Portugaliae Mathemaica

39 (1980), 1–237.
[20] H. Rasiowa, An algebraic approach to non-classical logics, North–

Holland Publ. Comp., Amsterdam, (1974).
[21] H. Rasiowa and R. Sikorski, The Mathematics of Metamathematics,

Warsazawa, (1970).
[22] H. P. Sankappanavar, Heyting algebras with dual pseudocomplementation, Pa-

cific J. Math. 117 (1985), 405–415.
[23] H. P. Sankappanavar, Heyting algebras with a dual lattice endomorphism,

Math. Logic Quarterly (Zeitschr. f. math. Logik und Grundlagen d. Math.)
33 (1987), 565–573.

DUALLY QUASI-DE MORGAN SEMI-HEYTING ALGEBRASHANAMANTAGOUDA P . SANKAPPANAVAR270



DUALLY QUASI-DE MORGAN SEMI-HEYTING ALGEBRAS 27

[24] H. P. Sankappanavar, Semi-De Morgan algebras, J. Symbolic. Logic 52 (1987),
712–724.

[25] H. P. Sankappanavar, Semi–Heyting algebras: An abstraction from Heyting
algebras. In: Proceedings of the 9th “Dr. Antonio A. R. Monteiro” Congress
(Spanish), Actas Congr. “Dr. Antonio A. R. Monteiro”, pages 33–66, Bah́ıa
Blanca, 2008. Univ. Nac. del Sur.

[26] H. P. Sankappanavar, Expansions of Semi-Heyting algebras. I: Discriminator
varieties, Studia Logica 98 (1-2) (2011), 27-81.

[27] H. P. Sankappanavar, Dually quasi-De Morgan Stone Semi-Heyting algebras I.
Regularity, Categories and General Algebraic Structures with Applications, 2
(2014), 55-75.

[28] H. P. Sankappanavar, Dually quasi-De Morgan Stone Semi-Heyting algebras
II. Regularity, Categories and General Algebraic Structures with Applications,
2 (2014), 77-99.

[29] H. P. Sankappanavar, A note on regular De Morgan semi-Heyting algebras,
Demonstratio Mathematica, 49, No 3, (2016), 252-265.

[30] H. P. Sankappanavar, Regular dually Stone semi-Heyting algebras. In Prepara-
tion.

[31] H. P. Sankappanavar, De Morgan semi-Heyting and Heyting algebras, New
Trends in Algebra and Combinatorics. Proceeding of the 3rd International
Congress in Algebra and Combinatorics (ICAC2017), held on 25-28 August
2017, Hong Kong, China, March 10, 2020.

[32] J, Varlet, A regular variety of type 〈2, 2, 1, 1, 0, 0〉, Algebra Univ. 2 (1972),
218-223.

[33] H. Werner, Discriminator algebras, Studien zur Algebra und ihre Anwen-
dungen, Band 6, Academie–Verlag, Berlin, 1978.

Department of Mathematics
State University of New York
New Paltz, NY 12561

sankapph@newpaltz.edu

DUALLY QUASI-DE MORGAN SEMI-HEYTING ALGEBRAS 271





Abstract

In this paper we study theorems for C-spaces and finite C-spaces on dimension-

raising open mappings and dimension-lowering open mappings with finite fibres.

Keywords and phrases. A-weakly infinite-dimensional, S-weakly infinite-dimensional,

C-spaces, finite C-spaces, mapping theorems.
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1 Introduction

In this paper we assume that all spaces are normal and all mappings are continuous.

A space X is A-weakly infinite-dimensional or Alexandroff weakly infinite-dimensional

if for every collection {(Ai, Bi) : i < ω} of pairs of disjoint closed subsets of X there

exists a collection {Li : i < ω} of closed subsets of X such that Li is a partition in X

between Ai and Bi for every i < ω, and
⋂
i<ω

Li = ∅.
A space X is a C-space [1] if for every countable collection {Gi : i < ω} of open

covers of X there exists a countable collection {Hi : i < ω} of collections of pairwise

disjoint open subsets of X such that Hi is a refinement of Gi for every i < ω and
⋃

i<ω

⋃{H : H ∈ Hi} = X.
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It is easily seen that every C-space is A-weakly infinite-dimensional. However, it is

still unknown whether every compact A-weakly infinite-dimensional metrizable space

is a C-space.

A space X is S-weakly infinite-dimensional or Smirnov weakly infinite-dimensional

if for every collection {(Ai, Bi) : i < ω} of pairs of disjoint closed subsets of X there

exists a collection {Li : i < ω} of closed subsets of X such that Li is a partition in X

between Ai and Bi for every i < ω, and
⋂
i≤n

Li = ∅ for some n < ω. It directly follows

from the definition that every S-weakly infinite dimensional space is A-weakly infinite

dimensional, and every compact A-weakly infinite dimensional space is S-weakly infinite

dimensional.

A space X is a finite C-space [2] if for every collection {Gi : i < ω} of finite

open covers of X there exists a collection {Hi : i < ω} of collections of pairwise

disjoint open subsets of X such that Hi is a refinement of Gi for every i < ω and
⋃

i≤n

⋃{H : H ∈ Hi} = X for some n < ω. It is well-known [2] that every finite

C-space is S-weakly infinite-dimensional. There exists a C-space which is not a finite

C-space (see [1, Example 2.15]). However, every compact C-space is a finite C-space.

For paracompact spaces, Gutev and Valov [5] proved the countable sum theorem

for C-spaces. For countably paracompact and collectionwise normal spaces, the author

proved the countable sum theorem for C-spaces (cf. [6, Corollary 3.2]). Addis and

Gresham [1] proved that every finite-dimensional, paracompact space is a C-space. By

the same proof, we can show that every finite-dimensional space is a finite C-spaces.

The following two Lemmas will play a important role in the proof of our main theorems.

Lemma A If there exists a closed subset K of a countably paracompact collectionwise

normal space X satisfying the following conditions (1) and (2), then X is a C-space.

(1) K is a C-space,

(2) for every closed subset F of X with F ∩ K = ∅, F is a C-space.

Proof. Let {Gi : i < ω}, where Gi = {Gλ : λ ∈ Λi}, be a collection of open covers

of X. Since K is a countably paracompact C-space, by [6, Lemma 2.1], there exists

a collection {U2i : i < ω}, where U2i = {Uλ : λ ∈ Λ2i}, of discrete collections of open
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subsets of K such that Uλ ⊂ Gλ ∩ K and
⋃

i<ω

⋃{Uλ : λ ∈ Λ2i} = K. Since X

is collectionwise normal, by [6, Lemma 2.2], there exists a collection {H2i : i < ω},
where H2i = {Hλ : λ ∈ Λ2i}, of discrete collections of open subsets of X such that

Hλ∩K = Uλ and Hλ ⊂ Gλ. Let us set F = X−⋃
i<ω

⋃{H : H ∈ H2i}. Similarly there

exsits a collection {H2i+1 : i < ω} of discrete collections of open subsets of X such that

H2i+1 is a refinement of G2i+1 for every i < ω and
⋃

i<ω

⋃{H : H ∈ H2i+1} ⊃ F . We

get the required collection {Hi : i < ω}.

Lemma B If there exists a closed subset K of a space X satisfying the following

conditions (1) and (2), then X is a finite C-space.

(1) K is a finite C-space,

(2) for every closed subset F of X with F ∩ K = ∅, F is a finite C-space.

Proof. Let {Gi : i < ω}, where Gi = {Gλ : λ ∈ Λi}, be a collection of finite open

covers of X. Since K is a finite C-space, there exists a collection {U2i : i < ω}, where

U2i = {Uλ : λ ∈ Λ2i}, of finite collections of pairwise disjoint open subsets of K such

that Uλ ⊂ Gλ ∩K and
⋃n

i=1

⋃{Uλ : λ ∈ Λ2i} = K for some n < ω. Since K is normal,

there exists {F2i : i ≤ n}, where F2i = {Fλ : λ ∈ Λ2i}, of collections of closed subsets

of K such that Fλ ⊂ Uλ and
⋃n

i=1

⋃{Fλ : λ ∈ Λ2i} = K. There exists a collection

{H2i : i < ω}, where H2i = {Hλ : λ ∈ Λ2i}, of finite collections of pairwise disjoint open

subsets of X for every i < ω such that Fλ ⊂ Hλ ⊂ Gλ and
⋃n

i=1

⋃{Hλ : λ ∈ Λ2i} ⊃ K.

For every i > n we let H2i = {∅}. Let us set F = X − ⋃
i≤n

⋃{H : H ∈ H2i}. For a

space F repeating above procedure we obtain the required collection {Hi : i < ω}.

2 Dimension-raising mappings

Polkowski [8] proved the following theorem.

Theorem [8]. If f : X −→ Y is an open mapping of an A-weakly infinite-dimensional

space X onto a countably paracompact space Y such that |f−1(y)| < ω for every y ∈ Y ,

then Y is A-weakly infinite-dimensional.
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We shall prove the following theorem. This is an analogy of the above Polkowski’s

theorem.

2.1. Theorem If f : X −→ Y is an open mapping of a C-space X onto a countably

paracompact and collectionwise normal Y such that |f−1(y)| < ω for every y ∈ Y , then

Y is a C-space.

To prove Theorem 2.1 we need the following theorem and lemma.

2.2. Theorem(cf.[4, Lemma 6.7]) If f : X −→ Y is a closed mapping of a countably

paracompact C-space X onto a space Y and there exists an integer k ≥ 1 such that

|f−1(y)| ≤ k for every y ∈ Y , then Y is a C-space.

2.3. Lemma([3, Lemma 6.3.12]) If all fibres of an open mapping f : X −→ Y defined

on a space X are finite and have the same cardinality, then f is closed.

2.4 Proof of theorem 2.1. Let Kj = {y ∈ Y : |f−1(y)| = j} for every j ∈ N. It is

easy to see that the union
⋃
j≤i

Kj is closed in Y for every i ∈ N. Inductively, we show

that the union
⋃
j≤i

Kj is a C-space for every i ∈ N. To this end, it suffices to show

that every closed subspace Z of Y contained in Ki is a C-space, cf. Lemma A. By

Lemma 2.3, the restriction f |f−1(Z) : f−1(Z) −→ Z is perfect. As the inverse image

of a countably paracompact space under a perfect mapping is countably paracompact,

then f−1(Z) is countably paracompact. By Theorem 2.2, Z is a C-space. Thus the

union
⋃
j≤i

Kj is a closed C-space for every i ∈ N. By countable sum theorem, Y is a

C-space.

The following theorem is a counterpart for finite C-spaces of Polkowski’s result.

2.5. Theorem If f : X −→ Y is an open mapping of a weakly paracompact finite

C-space X onto a space Y such that |f−1(y)| < ω for every y ∈ Y , then Y is a finite

C-space.

To prove Theorem 2.5 we need the following theorem and lemma.

2.6. Theorem([4, Theorem 6.4]) If f : X −→ Y is a mapping of a compact C-space

X onto a space Y such that |f−1(y)| < c for every y ∈ Y , then Y is a C-space.

For each space X and n < ω we let
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Gn(X) =
⋃

{U ⊂ X : U is open and dim Cl U ≤ n}

and

S(X) = X −
⋃
n<ω

Gn(X).

Sklyarenko ([9, Theorem 3]) proved the following lemma in the case when X is

S-weakly infinite dimensional.

2.7. Lemma A weakly paracompact space X is a finite C-space if and only if S(X) is

a compact finite C-space and every closed subspace F ⊂ X disjoint from S(X) is finite

dimensional.

Proof. Assume that the space X is a finite C-space. We shall show that S(X) is

compact. Suppose S(X) is not compact. Since S(X) is weakly paracompact, S(X)

is not pseudocompact. Thus there exists a countable discrete closed subspace F of

S(X). Let us set F = {xi : i < ω}. We can take a discrete collection {Ui : i < ω} of

open subsets of X with xi ∈ Ui for every i < ω. Thus we have dim Cl Ui > i for every

i < ω. Let us set Y =
⋃{Cl Ui : i < ω}. Since

⋃{Cl Ui : i < ω} is homeomorphic to
⊕{Cl Ui : i < ω}, Y is not a S-weakly infinite dimensional subspace of X. Thus Y is

not a finite C-space. The contradiction shows that S(X) is compact. Let F be a closed

subset of X disjoint from S(X). First, we shall show that F ⊂ Gn(X) for some n < ω.

Suppose that for every n < ω, F �⊂ Gn(X). Since F \Gn(X) is infinite for every n < ω,

inductively, we choose points x1, x2, · · · such that xn ∈ F \ (Gn(X)∪{x1, x2, · · · , xn−1})
for every n < ω. The space E = {xn : n < ω} is a closed discrete subspace of F . For

a space E = {xn : n < ω} repeating above procedure we obtain a contradiction. Thus

F ⊂ Gn(X) for some n < ω. Since X is weakly paracompact, by the point finite sum

theorem, dim F ≤ n. By Lemma B, the converse holds. Lemma 2.7 has been proved.

2.8 Proof of Theorem 2.5. By Lemma 2.7, S(X) is compact. Applying Theorem

2.6 to f |S(X), f(S(X)) is a finite C-space. For each closed subspace F ⊂ Y disjoint

from f(S(X)), as f−1(F ) ∩ S(X) = ∅, by Lemma 2.7, we take an integer n with

dim f−1(F ) ≤ n. As the restriction f |f−1(F ) : f−1(F ) −→ F is open, by Nagami [7] (cf.
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[3, 3.3.G]), dim F = dim f−1(F ) ≤ n. Thus F is a finite C-space. By Lemma B, Y is

a finite C-space.

3 Dimension-lowering mappings

The following theorem is a counterpart for C-spaces of Polkowski’s result, which

was proved in the case when A-weakly infinite-dimensional (see [8, Theorem 3.3 (ii)]).

3.1. Theorem If f : X −→ Y is an open mapping of a paracompact space X onto a

C-space Y such that |f−1(y)| < ω for every y ∈ Y , then X is a C-space.

To prove Theorem 3.1 we need the following lemma.

3.2. Lemma([7], cf [8, Lemma B]) If f : X −→ Y is an open mapping of a space X

to a space Y and there exists an integer n ≥ 1 such that |f−1(y)| = n for every y ∈ Y ,

then f is a local homeomorphism.

3.3 Proof of Theorem 3.1. For every n ∈ N we set

Yn = {y ∈ Y : |f−1(y)| = n} and Xn = f−1(Yn).

It is easy to see that the union Y �
n =

⋃
k≤n

Yk is closed in Y for every n ∈ N, therefore

the union X �
n =

⋃
k≤n

Xk is also closed in X. Since X is the union of countable collection

{X �
n : n ∈ N} of closed subsets of X, by the countable sum theorem for C-spaces, we

only prove that X �
n is a C-space for every n ∈ N. Let fn : Xn −→ Yn be the mapping

defined by fn(x) = f(x) for every x ∈ Xn.

Obviously, X �
1 is a C-space, because f1 is a homeomorphism. Assume that X �

n−1 is

a C-space. To prove that X �
n is a C-space, it suffices to show that every closed subset

Z of X �
n contained in Xn is a C-space.

By Lemma 3.2, the mapping fn is a local homeomorphism. Thus for every x ∈ Xn

we can take a neighborhood Ux of x in Xn such that the restriction fn|Ux : Ux −→ Yn

is an embedding. Since Xn is open in X �
n, Ux is open in X �

n. We may assume that Ux

is an Fσ-set of X �
n. Let Ux = ∪{A(x,m) : m ∈ N}, where A(x,m) is closed in X �

n. For
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every y ∈ Yn let us set f−1(y) = {x(y, 1), x(y, 2), . . . , x(y, n)}. Then the intersection
n⋂

i=1

f(Ux(y,i)) is a neighborhood of y in Y �
n. Take an open Fσ-set Vy of y in Y �

n such that

y ∈ Vy ⊂
n⋂

i=1

f(Ux(y,i)). Let Vy = ∪{B(y, �) : � ∈ N}, where B(y, �) is closed in Y �
n. The

set W (y, i) = Ux(y,i) ∩ f−1(Vy) is homeomorphic to f(W (y, i)). We have

W (y, i) =
⋃

{A(x(y, i),m) ∩ f−1(B(y, �)) : m, � ∈ N}.

We shall prove that A(x(y, i), m)∩ f−1(B(y, �)) is a C-space. Since fn|Ux(y,i) is an em-

bedding, A(x(y, i),m)∩f−1(B(y, �)) is homeomorphic to fn(A(x(y, i),m)∩f−1(B(y, �))).

By Lemma 2.3, fn is closed, therefore fn(A(x(y, i),m)∩f−1(B(y, �))) is closed in Yn.

Since fn(A(x(y, i),m) ∩ f−1(B(y, �))) ⊂ B(y, �) ⊂ Yn, fn(A(x(y, i),m) ∩ f−1(B(y, �)))

is closed in B(y, �). As B(y, �) is a C-space, fn(A(x(y, i),m) ∩ f−1(b(y, �))) is a C-

space. Thus A(x(y, i),m) ∩ f−1(b(y, �)) is a C-space. By the countable sum theorem

for C-spaces, W (y, i) is a C-space. Since Z is paracompact, the open cover W =

{W (y, i) ∩ Z : y ∈ Yn, 1 ≤ i ≤ n } of Z has a locally-finite closed refinement F . Since

every member of F is a C-space, by the locally finite sum theorem for C-spaces (cf.

[6, Theorem 1.1(i)]), Z is a C-space. Theorem 3.1 has been proved.

3.4. Theorem If f : X −→ Y is a closed-and-open mapping of a space X onto a

weakly paracompact finite C-space Y such that |f−1(y)| < ω for every y ∈ Y , then X

is a finite C-space.

Proof. Since for every y ∈ Y |f−1(y)| < ω, the closed mapping f : X −→ Y is perfect.

As S(Y ) is compact, f−1(S(Y )) is compact. By Theorem 3.1, f−1(S(Y )) is a finite

C-space. For each closed subset F ⊂ X disjoint from f−1(S(Y )), as f(F )∩ S(Y ) = ∅,
by Lemmma 2.7, we take integer n with dim f(F ) ≤ n. As f |F : F −→ f(F ) is closed,

by [3, Theorem 3.3.10], dim F ≤ dim f(F ) ≤ n. Thus F is a finite C-space, by Lemma

B, X is a finite C-space.
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(c) Topological groups and semigroups, Spaces of continuous functions, Operators defined between spaces of continuous 
functions, General Topology.  
 

 
 

TAIWAN  
(a) Hang-Chin Lai  
(b) Department of Mathematics, National Tsing Hua University, Hsin Chu City, Taiwan  
(b’) laihc@mx.nthu.edu.tw  
(c) Nonlinear analysis and convex analysis, Optimization theory, Harmonic analysis  
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UNITED STATES OF AMERICA  
 
(a) Andreas Blass  
(b) Mathematics Department, University of Michigan, Ann Arbor, MI 48109-1043, USA  
(b') ablass@umich.edu  
(c) Mathematical logic, set theory, category theory  
 
(a) John B Conway  
(b) Professor Emeritus, George Washington University,Phillip Hall 801 22nd St. NW 

Washington, DC 20052, U.S.A 
(b’) Conway@gwu.edu  
(c) Functional Analysis and Operator Theory  
 
(a) Paul Cull  
(b) Computer Science, Kelley Engineering Center, Oregon State University, Corvallis, OR 97331, USA  
(b') pc@cs.orst.edu  
(c) Difference Equations and Dynamical Systems, Computer Science (Theory, Algorithms, Networks), Mathematical 

Biology (Population Models, Neural Nets)  
 
(a) W. Wistar Comfort  
(b) Department of Mathematics, Wesleyan University, Wesleyan Station, Middletown, CT USA 06459  
(b') wcomfort@wesleyan.edu  
(c) Topological theory of topological groups, General (set-theoretic) topology  
 
 

JAPAN  
 

(a) Mariko Yasugi  
(b) non-public 
(b’) yasugi@cc.kyoto-su.ac.jp  
(c) Logic Oriented Mathematics 
 
(a) Haruo Maki 
(b) non-public 
(b') makih@pop12.odn.ne.jp  
(c) (Topological) digital n-spaces (n>0), Generalized closed sets (after Levine), 

Operation theory in topology (in the sense of Kasahara and Ogata) 
 
(a) Kohzo Yamada  
(b) Faculty of Education, Shizuoka Univ., 836 Ohya, Shizuoka 422-8529, Japan  
(b’) kohzo.yamada@shizuoka.ac.jp 
(c) General Topology  
 
(a) Yasunao Hattori  
(b) Shimane Univ., Matsue, Shimane 690-8504, Japan  
(b’) hattori@riko.shimane-u.ac.jp  
(c) General Topology  
 
(a) Yoshikazu Yasui  
(b) Department of Modern Education, Faculty of Education, Kio University, 4-2-2, Umami-naka, Koryo-cho, 

Kitakaturagi-gun, Nara, 635-0832, Japan  
(b’) y.yasui@kio.ac.jp  
(c) General Topology  
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(a) Eiichi Nakai 
(b) Department of Mathematics, Ibaraki University, Mito, Ibaraki 310-8512, Japan 
(b') eiichi.nakai.math@vc.ibaraki.ac.jp 
(c) Real analysis, harmonic analysis, Fourier analysis, function spaces, singular and fractional integrals 
 
(a) Jun Kawabe  
(b) Division of Mathematics and Physics, Shinshu University, 4-17-1 Wakasato, Nagano 380-8553, Japan  
(b') jkawabe@shinshu-u.ac.jp  
(c) Measure and integration, Vector measure, Nonadditive measure  
 
(a) Shizu Nakanishi  
(b) non-public 
(b’) shizu.nakanishi@nifty.ne.jp  
(c) measures and integrations  
 
 
(a) Jun Ichi Fujii 
(b) Department of  Educational Collaboration(Science, Mathematics and Information),Osaka Kyoiku 

University, Asahigaoka, Kashiwara, Osaka 582-8582, Japan 
(b') fujii@cc.osaka-kyoiku.ac.jp 
(c) Operator Theory 
 
(a) Masaru Nagisa  
(b) Department of Mathematics and Informatics, Graduate School of Science, Chiba University, Yayoi-cho,  

Chiba, 263-8522, Japan  
(b’) nagisa@math.s.chiba-u.ac.jp  
(c) operator algebra, operator theory  
 
(a) Hiroyuki Osaka 
(b) Graduate School of Science and Engineering, Ritsumeikan University, 1-1-1 Noji-higashi, Kusatsu,  

Shiga 525-8577 Japan  
(b') osaka@se.ritsumei.ac.jp 
(c) Operator Theory and Operator Algebras 
 
(a) Masatoshi Fujii  
(b) non-public 
(b’) mfujii@cc.osaka-kyoiku.ac.jp  
(c) Operator Theory  
 
(a) Wataru Takahashi  
(b) Keio Research and Education Center for Natural Science,Keio University,Kouhoku-ko,Yokohama 223-8521, 
   Japan 
(b’) wataru@is.titech.ac.jp, wataru@a00.itscom.net  
(c) Nonlinear Functional Analysis  
 
(a) Shigeo Akashi 
(b) Department of Information Sciences, Faculty of Science and Technology, Tokyo University of Science, 

2641, Yamazaki, Noda-City, Chiba-Prefecture, 278-8510, Japan 
(b’) akashi@is.noda.tus.ac.jp 
(c) Information Theory, Entropy Analysis, Applied Mathematics, Functional Analysis 
 
(a) Yoshitsugu Kabeya 
(b) Department of Mathematical Sciences, Osaka Prefecture University, 1-1, Gakuen-cho, Naka-ku,  
   Sakai, Osaka 599-8531, Japan 
(b’) kabeya@ms.osakafu-u.ac.jp 
(c) Partial Differential Equations, Ordinary Differential Equations 
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(a) Atsushi Yagi  
(b) Dept. of Applied Physics, Graduate School of Engineering, Osaka Univ., 2-1 Yamadaoka, Suita, Osaka 565-0871, 

Japan  
(b’) yagi@ap.eng.osaka-u.ac.jp  
(c) Nonlinear partial differential equations, Infinite-dimensional dynamical systems  
 
(a) Yoshimasa Nakamura 
(b) Graduate School of Informatics, Kyoto University, Yoshida-Honmachi, Sakyo-ku, Kyoto 606-8501, Japan 
(b)’ ynaka@i.kyoto-u.ac.jp 
(c) integrable systems, numerical linear algebra, special functions 
 
(a) Yasumasa Fujisaki 
(b) Department of Information and Physical Sciences, Graduate School of Information Science and Technology, 
   Osaka University, 1-5 Yamadaoka, Suita, Osaka 565-0871, Japan 
(b’) fujisaki@ist.osaka-u.ac.jp 
(c) Control Systems Theory 
 
(a) Naruhiko Aizawa 
(b) Department of Physical Science, Graduate School of Science, Osaka Prefecture  
   University,Sakai,Osaka 599-8531,Japan 
(b’)aizawa@p.s.osakafu-u.ac.jp 
(c) representation theory 
 
(a) Hisao Nagao  
(b) non-public 
(b’) nagao.hisao@aqua.plala.or.jp 
(c) Multivariate Analysis, Sequential Analysis, Jackknife Statistics and Bootstrap Method  
 
(a) Masanobu Taniguchi  
(b) Dept. of Applied Mathematics, School of Fundamental Science & Engineering, Waseda University,  

3-4-1, Okubo, Shinjuku-ku, Tokyo,169-8555, Japan, Tel & Fax: 03-5286-8386  
(b’) taniguchi@waseda.jp  
(c) Statistical Inference for Stochastic Processes 
 
(a) Masao Kondo  
(b) non-public 
(b’) kondo@sci.kagoshima-u.ac.jp  
(c) Time Series Analysis  
 
(a) Masao Fukushima 
(b) Dept. of Systems and Mathematical Science, Faculty of Science and Engineering, 

Nanzan University, Nagoya, Aichi 466-8673, Japan 
(b)’ fuku@nanzan-u.ac.jp 
(c) Mathematical Programming, Nonlinear Optimization 
 
(a) Ryusuke Hohzaki 
(b) Department of Computer Science, National Defense Academy, 1-10-20, Hashirimizu, 

Yokosuka, 239-8686, Japan 
(b’) hozaki@cc.nda.ac.jp 
(c) Reviewable area: Operations Research, Search theory, Game theory 
 
(a) Hiroaki Ishii  
(b) Department of Mathematical Sciences, School of Science and Technology, Kwansei Gakuin University  
2-1 Gakuen, Sanda, Hyogo 669-1337, Japan  
(b’) ishiroaki@yahoo.co.jp  
(c) Operations Research and Fuzzy Theory, especially Mathematical Programming (Stochastic Programming, 

Combinatorial Optimization, Fuzzy Programming), Scheduling Theory, Graph and Network Theory, Inventory control, 
Mathematical evaluation method  
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(a) Junzo Watada  
(b) Universiti Teknologi PETRONAS Department of Computer & Information Sciences 32610 Seri Iskandar,Perak Darul 

Ridzuam,Malaysia Office Phone: 
   +60-5-368-7517 Mobile:+60-13-598-0208  
   Professor Emeritus,Waseda University,Japan 
(b’) junzow@osb.att.ne.jp  
(c) Fuzzy systems, Management Engineering 
 
(a) Kensaku Kikuta 
(b) School of Business Administration, University of Hyogo, 

 8-2-1  Gakuen-nishi-machi, Nishi-ku, Kobe City 651-2197 JAPAN 
(b’) kikuta@biz.u-hyogo.ac.jp 
(c) Game Theory, Operations Research, 
 
(a) Wuyi Yue  
(b) Dept. of Intelligence and Informatics, Faculty of Intelligence and Informatics, Konan University, 8-9-1 Okamoto, 

Higashinada-ku , Kobe 658-8501, JAPAN  
(b’) yue@konan-u.ac.jp  
(c) Queueing Networks, Performance Analysis and Modeling, Communications Networks, Operations Research, Markov 

Processes, Probabilistic Methods, Systems Engineering  
 
(a) Hiroaki Sandoh 
(b) Faculty of Policy Studies Kwansei Gakuin University 2-1, Gakuen, Sanda-shi, Hyogo 669-1337 Japan  
(b’) sandoh@kwansei.ac.jp 
(c) Operations Research and Management Science, Stochastic modeling 
 
 
(a) Katsunori Ano 
(b) Department of Mathematical Sciences, Shibaura Institute of Technology, 307 Fukasaku Minuma-ku 
   Saitama-city, 337-8570, Japan 
(b’) k-ano@shibaura-it.ac.jp 
(c) Optimal Stopping, Mathematical Finance, Applied Probability 
 
 
(a) Koyu Uematsu 
(b) Graduate School of Management and Information Sciense Faculty of Global Business ,Osaka International University  

6-21-57 Tohdacho, Moriguchi-Shi, Osaka,570-8555,Japan 
(b’) uematsu@oiu.jp 
(c) Stochastic Process and its Applications,Reliability Analysis,and Game Theory 
 
 
(a) Yoshiki Kinoshita  
(b) Dept. of Information Sciences , Faculty of Science, Kanagawa University, Tsuchiya 2946, Hiratsuka-shi, Kanagawa 

259-1293, Japan 
(b’) yoshiki@kanagawa-u.ac.jp 
(c) Software Science, Programming language semantics  
 
 
(a) Shunsuke Sato 
(b) non-public 
(b’)ss_22362@nifty.com  
(c) Mathematical biology in general 
 
(a)Tadashi Takahashi 
(b)Department of Intelligence and Informatics, Konan University, 8-9-1 Okamoto, 

Higashinada, Kobe, Hyogo 658-8501, Japan 
(b’) takahasi@konan-u.ac.jp 
(c)Mathematics Education 
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(a) Benoit Collins 
(b) Department of Mathematics, Faculty of Science, Kyoto University 
(b') collins@math.kyoto-u.ac.jp 
(c) Random Matrix Theory, Free Probability, Quantum Information Theory 
   Quantum Groups (operator algebra side), Operator Algebra 
 
 
(a) Yoko Watamori  
(b) Department of Mathematics and Information Sciences, Graduate School of Science, Osaka Prefecture University,      
Sakai, Osaka 599-8531, Japan  
(b') watamori@mi.s.osakafu-u.ac.jp  
(c) Directional statistics, Multivariate Analysis 
 
 
(a) Koichi Osaki  
(b)Department of Mathematical Sciences,School of Science and Technology, Kwansei Gakuin University,  
2-1 Gakuen, Sanda, 669-1337, Japan.  
(b')osaki@kwansei.ac.jp  
(c)Nonlinear partial differential equations, Infinite-dimensional dynamical systems 
*****************************************************************************************  

 
Managing Editor 
Koyu Uematsu  (Professor of  Osaka International University) 

International Society for Mathematical Sciences 
   1-5-12-202 Kaorigaoka-cho, Sakai-ku, Sakai-city, 590-0011,Japan 
   uematsu@jams.jp 
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Submission to the SCMJ 
 
In September 2012, the way of submission to Scientiae Mathematicae Japonicae 
(SCMJ) was changed.  Submissions should be sent electronically (in PDF file) to the 
editorial office of International Society for Mathematical Sciences (ISMS).  
 
(1) Preparation of files and Submission 

a. Authors who would like to submit their papers to the SCMJ should make 
source files of their papers in LaTeX2e using the ISMS style file (scmjlt2e.sty) 
Submissions should be in PDF file compiled from the source files.  Send the 
PDF file to s1bmt@jams.jp . 

b. Prepare a Submission Form and send it to the ISMS.  The required items to 
be contained in the form are:  

  1. Editor’s name whom the author chooses from the Editorial Board 
(http://www.jams.or.jp/hp/submission_f.html )and would like to take in 
charge of the paper for refereeing.  

2. Title of the paper.   
3. Authors’ names.   
4. Corresponding author’s name, e-mail address and postal address (affiliation).  
5. Membership number in case the author is an ISMS member.   
 
Japanese authors should write 3 and 4 both in English and in Japanese.  
 
At http://www.jams.or.jp/hp/submission_f.html, the author can find the 
Submission Form. Fulfill the Form and sent it to the editorial office by pushing 
the button “transmission”.  Or, without using the Form, the author may send 
an e-mail containing the items 1-5 to s1bmt@jams.jp 

 
(2) Registration of Papers 

When the editorial office receives both a PDF file of a submitted paper and a 
Submission Form, we register the paper.  We inform the author of the 
registration number and the received date.  At the same time, we send the PDF 
file to the editor whom the author chooses in the Submission Form and request 
him/her to begin the process of refereeing. (Authors need not send their papers to 
the editor they choose.) 
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(3) Reviewing Process 
a. The editor who receives, from the editorial office, the PDF file and the request 

of starting the reviewing process, he/she will find an appropriate referee for 
the paper.   

b. The referee sends a report to the editor.  When revision of the paper is 
necessary, the editor informs the author of the referee’s opinion. 

c. Based on the referee report, the editor sends his/her decision (acceptance of 
rejection) to the editorial office. 

 
(4) a. Managing Editor of the SCMJ makes the final decision to the paper valuing the  

editor’s decision, and informs it to the author. 
b. When the paper is accepted, we ask the author to send us a source file and 

a PDF file of the final manuscript.  
c. The publication charges for the ISMS members are free if the membership dues 

have been paid without delay. If the authors of the accepted papers are not the 
ISMS members, they should become ISMS members and pay ¥6,000 (US$75, 
Euro55) as the membership dues for a year, or should just pay the same 
amount without becoming the members. 

 
 
 
 

Items required in Submission Form 
1. Editor’s name who the authors wish will take in charge of the paper 
2. Title of the paper 
3. Authors’ names 
3’.  3. in Japanese for Japanese authors 
4. Corresponding author’s name and postal address (affiliation) 
4’.  4. in Japanese for Japanese authors 
5. ISMS membership number 
6. E-mail address   
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Call for ISMS Members 
 

Call for Academic and Institutional Members 
 

Discounted subscription price: When organizations become the Academic and Institutional 
Members of the ISMS, they can subscribe our journal Scientiae Mathematicae Japonicae at the 
yearly price of US$225.  At this price, they can add the subscription of the online version upon 
their request.    

 
Invitation of two associate members: We would like to invite two persons from the 

organizations to the associate members with no membership fees. The two persons will enjoy 
almost the same privileges as the individual members.  Although the associate members 
cannot have their own ID Name and Password to read the online version of SCMJ, they can 
read the online version of SCMJ at their organization. 

 
To apply for the Academic and Institutional Member of the ISMS, please use the following 

application form. 
 
----------------------------------------------------------------------------------------------------------- 
 

Application for Academic and Institutional Member of ISMS 
Subscription of SCMJ 

Check one of the two. 

 

□Print               □Print ＋ Online 

(US$225)                 (US$225) 

University (Institution) 

 

 

Department 

 

 

Postal Address 

where SCMJ should be 

sent 

 

E-mail address 

 

 

Person in charge 

Name: 

Signature: 

 

Payment 

Check one of the two. 
□Bank transfer        □Credit Card (Visa, Master) 

Name of Associate Membership 

1.  

 

2.  
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Call for Individual Members 

 
We call for individual members.  The privileges to them and the membership dues are shown 

in “Join ISMS !” on the inside of the back cover. 
 

 
 Items required in Membership Application Form 
   

1. Name 
2. Birth date 
3. Academic background 
4. Affiliation 
5. 4’s address 
6. Doctorate 
7. Contact address 
8. E-mail address 
9. Special fields 
10. Membership category (See Table 1 in “Join ISMS !”) 
 

Individual Membership Application Form 
 
1. Name 
 

 

 
2. Birth date 
 

 

3. 
Academic background 
 

 

 
4. Affiliation 
 

 

 
5. 4’s address 
 
 

 

 
6. Doctorate 
 

 

 
7. Contact address 
 
 

 

  
8.  E-mail address 
 

 

 
9.  Special fields 
 

 

10.  
Membership 

    category 
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Contributions (Gift to the ISMS) 
We deeply appreciate your generous contributions to support the activities of our 

society. 
The donation are used (1) to make medals for the new prizes (Kitagawa Prize, 
Kunugi Prize, and ISMS Prize),  (2) to support the IVMS at Osaka University 
Nakanoshima Center, and (3) for a special fund designated by the contributors. 
 
Your remittance to the following accounts of ours will be very much appreciated. 

 
(1)  Through a post office, remit to our giro account ( in Yen only ): 

         No. 00930-1-11872, Japanese Association of Mathematical Sciences (JAMS ) 
   or send International Postal Money Order (in US Dollar or in Yen) to our 

address: 
       International Society for Mathematical Sciences 

         2-1-18 Minami Hanadaguchi, Sakai-ku, Sakai, Osaka 590-0075, Japan 
 
(2)   A/C 94103518, ISMS 

CITIBANK, Japan Ltd., Shinsaibashi Branch 
           Midosuji Diamond Building 
           2-1-2 Nishi Shinsaibashi, Chuo-ku, Osaka 542-0086, Japan 
 

 
 

******************************************************************************** 
Payment Instructions: 

Payment can be made through a post office or a bank, or by credit card. Members may 
choose the most convenient way of remittance. Please note that we do not accept payment by 
bank drafts (checks). For more information, please refer to an invoice. 
 

Methods of Overseas Payment: 
Payment can be made through (1) a post office, (2) a bank, (3) by credit card, or (4) 
UNESCO Coupons.  

Authors or members may choose the most convenient way of remittance as are shown below. 
Please note that we do not accept payment by bank drafts (checks). 
(1) Remittance through a post office to our giro account No. 00930-1-11872 or send 
International Postal Money Order to our postal address (2) Remittance through a 
bank to our account No. 94103518 at Shinsaibashi Branch of CITIBANK (3) Payment 
by credit cards (AMEX, VISA, MASTER or NICOS), or (4) Payment by UNESCO 
Coupons. 
 

Methods of Domestic Payment: 
Make remittance to: 

(1) Post Office Transfer Account - 00930-3-73982 or  
(2) Account No.7726251 at Sakai Branch, SUMITOMO MITSUI BANKING 
CORPORATION, Sakai, Osaka, Japan. 
All of the correspondences concerning subscriptions, back numbers, individual and 
institutional memberships, should be addressed to the Publications Department, 
International Society for Mathematical Sciences. 
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Join ISMS ! 
ISMS Publications: We published Mathematica Japonica (M.J.) in print, 

which was first published in 1948 and has gained an international reputation in 
about sixty years, and its offshoot Scientiae Mathematicae (SCM) both online 
and in print. In January 2001, the two publications were unified and changed to 
Scientiae Mathematicae Japonicae (SCMJ), which is the “21st Century New 
Unified Series of Mathematica Japonica and Scientiae Mathematicae” and 
published both online and in print.  Ahead of this, the online version of SCMJ 
was first published in September 2000.  The whole number of SCMJ exceeds 270, 
which is the largest amount in the publications of mathematical sciences in 
Japan. The features of SCMJ are: 
1) About 80 eminent professors and researchers of not only Japan but also 20 

foreign countries join the Editorial Board. The accepted papers are 
published both online and in print. SCMJ is reviewed by Mathematical 
Review and Zentralblatt from cover to cover. 

2) SCMJ is distributed to many libraries of the world. The papers in SCMJ 
are introduced to the relevant research groups for the positive exchanges 
between researchers. 

3) ISMS Annual Meeting: Many researchers of ISMS members and 
non-members gather and take time to make presentations and discussions 
in their research groups every year. 

 
The privileges to the individual ISMS Members:  
(1) No publication charges 
(2) Free access (including printing out) to the online version of SCMJ 

 (3) Free copy of each printed issue  
 
The privileges to the Institutional Members:  
Two associate members can be registered, free of charge, from an institution.  

 
 
Table 1: Membership Dues for 2013 
Categories Domestic Overseas Developing 

countries 
1-year Regular 
member 

     ￥6,000  US$75 ,  €55 US$45,  €33 
 

1-year Student 
member 

     ￥4,000 US$50,  €37 US$30,  €22 
Life member* Calculated  

as below* 
       NA    NA 

 
Honorary member     Free        Free    Free 

 
 
* Regular member between 63 - 73 years old can apply the category. 
   (73－age ) × ¥3,000 
Regular member over 73 years old can maintain the qualification and the 
privileges of the ISMS members, if they wish. 
 
Categories of 3-year members were abolished. 
  
 

INTERNATIONAL SOCIETY FOR MATHEMATICAL SCIENCES
Scientiae Mathematicae Japonicae, Notices from the ISMS

The International Society for Mathematical Sciences (ISMS) is an international soci-
ety consisting of mathematical scientists throughout the world.

The main activities of the ISMS are to publish (1) the (print and online) journal
Scientiae Mathematicae Japonicae (SCMJ) and (2) Notices from the ISMS and to
hold assembly meeetings in Japan and international internet meetings (distance
symposium) of mathematical sciences (IVMS) accessible from all over the world.

SCMJ is the 21st Century New Unified Series of Mathematica Japonica (MJ) and
Scientiae Mathematicae (SCM). MJ was first published in 1948 and was one of the
oldest mathematical journals in Japan. SCM was an online and print journal started in
1998 in celebration of the semi-centurial anniversary and received 26000 visits per month
from 50 countries in the world. SCMJ contains original papers in mathematical sciences
submitted from all over the world and receives 38000 visits per month now. Not only
papers in pure and applied mathematics but those devoted to mathematical statistics,
operations research, informatics, computer science, biomathematics, mathematical eco-
nomics and other mathematical sciences are also welcome. The journal is published in
January, March, May, July, September, and November in each calendar year.

The ISMS has enhanced the journal, begining from July 1995, by including excel-
lent Research-Expository papers in the section “International Plaza for Mathematical
Sciences ” as well as original research papers. The section provides papers dealing with
broad overviews of contemporary mathmatical sciences, written by experts mainly at
our invitation. Papers shedding lights on open problems or new directions or new break-
throughs for future research are especially welcome.

As is shown in the Editorial Board of SCMJ, we have invited many distin-
guished professors of 20 countries as editors, who will receive and referee the papers
of their special fields with their high standard.

Beginning from 2007, we make the online version of SCMJ more readable and conve-
nient to the readers by adding the specialized contents. By this, the readers can access
to the online version, in which the papers appear in the order of acceptance, from (i)
the contents of the printed version, and (ii) the specialized contents of a volume. From
2007, the subscription fee of the printed version plus the online version of SCMJ becomes
lower and the same of the printed version only. Therefore, the subscribers of the printed
version can read the online version without no additional cost.

For benefit of the ISMS members, we publish ”Notices from the ISMS” 6 times a year.
We are enhancing it by adding interesting articles, including book reviewing, written by
eminent professors.

The ISMS has set up a videoconferencing system (IVMS) which can connect up
to twenty sites of a reserch group in the same or different countries in the world.
Using this system, speakers of the session can write on a white board or an OHP sheet
or use PowerPoint. On the other hand participants can ask questions or make comments
from any connected site in the world. All these are performed similarly to the traditional
meetings.

To connect with our system, you can use your own videoconferencing system only if
it satisfies the International Telecommunication Union-Technical Committee Standards
(ITU-T Standard).

Copyright Transfer Agreement

A copyright transfer agreement is required before a paper is published in this journal.
By submitting a paper to this journal, authors are regarded to certify that the manuscript
has not been submitted to nor is it under consideration for publication by another journal,
conference proceedings or similar publication.

For more information, please visit http://www.jams.or.jp.

Copyright Copyright c©2014 by International Society for Mathematical Sciences.
All rights reserved.

Categories Domestic Overseas Developing 
countries

1-year� Regular
member ￥8,000 �US$80�，Euro75 �US$50，�Euro47

1-year� Students�
member ￥4,000 �US$50�，Euro47 �US$30�，Euro28

Life�member* Calculated
as�below* �US$750�，Euro710 �US$440，�Euro416

Honorary�member Free Free Free

Membership Dues for ２０１9

　(Regarding submitted papers,we apply above presented new fee after April 15 in 
2015 on registoration date.) * Regular member between 63 - 73 years old can apply 
the category.
(73－age ) × ￥3,000
Regular member over 73 years old can maintain the qualification and the privileges 
of the ISMS members, if they wish.

Categories of 3-year members were abolished.
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