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A GENERALIZATION OF LLL LATTICE BASIS REDUCTION OVER
IMAGINARY QUADRATIC FIELDS

Abstract. In this paper we generalize LLL lattice basis reduction defined by Lenstra,
Lenstra, and Lovász. We consider OF -lattice, where OF is the ring of integers in
algebraic number field F . We can prove that basic properties of reduced basis can hold
over imaginary quadratic fields. We can reveal existence of a least positive element
over other algebraic number fields.

1 Introduction Among all the Z bases of a lattice, some are better than others. The
ones whose elements are the shortest are called reduced. Since the bases all have the same
discriminant, to be reduced implies also that a basis is not too far from being orthogonal.

In 1982 A.K.Lenstra, H.W.Lenstra, Jr., and L.Lovász presented the LLL reduction al-
gorithm. It was originally meant to find ”short” vectors in lattices, i.e. to determine a so
called reduced basis for a given lattice. H.Napias generalized LLL reduction algorithm over
euclidean rings or orders([3]).

In this paper we define LLL reduced basis over imaginary quadratic fields. We consider
a lattice in the n-dimensional linear space V = Fn, so F is an imaginary quadratic field.
F is included by the field of complex numbers. Lenstra, Lenstra, and Lovász showed some
properties about reduced bases over real number fields. We proved these properties hold
over imaginary quadratic fields.

In last section, we consider a general algebraic number field F . Let OF be the ring
of integers in F , we state that OF has a least positive element or not. And we show a
necessary and sufficient condition for algebraic number field F to lead structure of lattice.

2 Basis reduction on Z-modules We consider a lattice in n-dimensional linear space
Rn, where R is the field of real numbers.

A subset Λ of the n-dimensional real vector space Rn is called a lattice if there exists a
basis b1, · · · , bn of Rn such that

Λ =

n∑
i=1

Zbi =
{ n∑

i=1

ribi

���� ri ∈ Z (1 ≤ i ≤ n)

}
.

In this situation we say that the set {b1, · · · , bn} of vectors forms a basis for Λ, or that it
spans Λ. We call n the rank of Λ.

For a Z-basis b1, · · · , bn of Λ the discriminant d(Λ) of Λ is defined by d(Λ) = | det(bi, bj)|
1
2 >

0, where ( , ) denotes the ordinary inner product on Rn. This does not depend on the choice
of the basis. And by Hadamard’s inequality, we have d(Λ) ≤

∏n
i=1 ∥bi∥.

In the sequel we consider the construction of special bases of lattices Λ. For the appli-
cations and for geometrical reasons we are interested in bases consisting of vectors of small
norm. Minkowski reduced is an example of reduced basis. The computation of a Minkowski
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2 K.ARIMOTO AND Y.HIRANO

reduced basis of a lattice can be very time consuming. Hence, in many cases one is satisfied
with constructing bases of lattices which are reduced in a much weaker sense. The most
important reduction procedure now in use is LLL-reduction which was introduced in 1982
by Lenstra, Lenstra, and Lovász in [2].

Let b1, · · · , bn ∈ Rn be linearly independent. We recall the Gram-Schmidt orthogonal-
ization process. The vectors b∗i (1 ≤ i ≤ n) and the real numbers µij(1 ≤ j < i ≤ n) are
inductively defined by

(1) b∗i := bi −
i−1∑
j=1

µijb
∗
j ,

(2) µij :=
(bi, b

∗
j )

(b∗j , b
∗
j )
,

where ( , ) denotes the ordinary inner product on Rn. We call a basis b1, · · · , bn for a
lattice LLL-reduced if

(3) |µij | ≤
1

2
for 1 ≤ j < i ≤ n

and

(4) ∥b∗i + µi,i−1b
∗
i−1∥2 ≥ 3

4
∥b∗i−1∥2 for 1 < i ≤ n

where ∥ · ∥ denotes the ordinary Euclidean length. Notice that the vectors b∗i + µi,i−1b
∗
i−1

and b∗i−1 appearing in (4) are projections of bi and bi−1 on the orthogonal complement of∑i−2
j=1 Rbj . The constant 3

4 in (4) is arbitrarily chosen, and may be replaced by any fixed

real number y with 1
4 < y < 1.

We state without proof several key properties of LLL-reduced bases. The proof is given
in [2].

Proposition 2.1 [2, Proposition(1.6), (1.11), (1.12)] If b1, · · · , bn is some reduced basis
for a lattice Λ in Rn, then
(i) ∥bj∥2 ≤ 2i−1∥b∗i ∥2 for 1 ≤ j ≤ i ≤ n,
(ii) d(Λ) ≤

∏n
i=1 ∥bi∥ ≤ 2n(n−1)/4d(Λ),

(iii) ∥b1∥ ≤ 2(n−1)/4d(Λ)1/n,
(iv) ∥b1∥2 ≤ 2n−1∥x∥2 for every x ∈ Λ,x ̸= 0,
(v) For any linearly independent set of vectors x1,x2, · · · ,xt ∈ Λ we have

∥bj∥2 ≤ 2n−1 max{∥x1∥2, · · · , ∥xt∥2} for 1 ≤ j ≤ t ≤ n,
where ∥ · ∥ denotes the ordinary Euclidean length.

3 Basis reduction on OF -modules Let F be an imaginary quadratic field and OF

be the ring of integers in F , now we consider a lattice in the n-dimensional linear space
V = Fn.

Let n be a positive integer. A subset Λ of the n-dimensional vector space V is called a
OF -lattice if there exists an OF -basis b1, · · · , bn of V such that

Λ =
n∑

i=1

OF bi =

{ n∑
i=1

ribi

���� ri ∈ OF (1 ≤ i ≤ n)

}
.

Scientiae Mathematicae Japonicae 1

A GENERALIZATION OF LLL LATTICE BASIS REDUCTION OVER
IMAGINARY QUADRATIC FIELDS

Abstract. In this paper we generalize LLL lattice basis reduction defined by Lenstra,
Lenstra, and Lovász. We consider OF -lattice, where OF is the ring of integers in
algebraic number field F . We can prove that basic properties of reduced basis can hold
over imaginary quadratic fields. We can reveal existence of a least positive element
over other algebraic number fields.

1 Introduction Among all the Z bases of a lattice, some are better than others. The
ones whose elements are the shortest are called reduced. Since the bases all have the same
discriminant, to be reduced implies also that a basis is not too far from being orthogonal.

In 1982 A.K.Lenstra, H.W.Lenstra, Jr., and L.Lovász presented the LLL reduction al-
gorithm. It was originally meant to find ”short” vectors in lattices, i.e. to determine a so
called reduced basis for a given lattice. H.Napias generalized LLL reduction algorithm over
euclidean rings or orders([3]).

In this paper we define LLL reduced basis over imaginary quadratic fields. We consider
a lattice in the n-dimensional linear space V = Fn, so F is an imaginary quadratic field.
F is included by the field of complex numbers. Lenstra, Lenstra, and Lovász showed some
properties about reduced bases over real number fields. We proved these properties hold
over imaginary quadratic fields.

In last section, we consider a general algebraic number field F . Let OF be the ring
of integers in F , we state that OF has a least positive element or not. And we show a
necessary and sufficient condition for algebraic number field F to lead structure of lattice.

2 Basis reduction on Z-modules We consider a lattice in n-dimensional linear space
Rn, where R is the field of real numbers.

A subset Λ of the n-dimensional real vector space Rn is called a lattice if there exists a
basis b1, · · · , bn of Rn such that

Λ =

n∑
i=1

Zbi =
{ n∑

i=1

ribi

���� ri ∈ Z (1 ≤ i ≤ n)

}
.

In this situation we say that the set {b1, · · · , bn} of vectors forms a basis for Λ, or that it
spans Λ. We call n the rank of Λ.

For a Z-basis b1, · · · , bn of Λ the discriminant d(Λ) of Λ is defined by d(Λ) = | det(bi, bj)|
1
2 >

0, where ( , ) denotes the ordinary inner product on Rn. This does not depend on the choice
of the basis. And by Hadamard’s inequality, we have d(Λ) ≤

∏n
i=1 ∥bi∥.

In the sequel we consider the construction of special bases of lattices Λ. For the appli-
cations and for geometrical reasons we are interested in bases consisting of vectors of small
norm. Minkowski reduced is an example of reduced basis. The computation of a Minkowski

2010 Mathematics Subject Classification. 11Y40, 11R04.
Key words and phrases. basis reduction, LLL-algorithm, imaginary quadratic fields.

KOICHI ARIMOTO and YASUYUKI HIRANO

Received July 27, 2017

2



LLL LATTICE BASIS REDUCTION OVER IMAGINARY QUADRATIC FIELDS 3

Suppose that a = (a1, · · · , an)t, b = (b1, · · · , bn)t are vectors in Cn. The Hermitian
inner product of a and b is defined by

(5) (a, b) = a1b1 + · · ·+ anbn.

Suppose that x = (x1, · · · , xn)
t is vector in Cn. The norm of x is defined by

(6) ∥x∥ =
√

(x,x) =
√

|x1|2 + · · ·+ |xn|2,

where, xi(∈ C) is the i-th coordinate of x, and ∥x∥ ∈ R.
Let b1, · · · , bn ∈ Fn be linearly independent. Similarly the vectors b∗i (1 ≤ i ≤ n) and

the complex numbers µij(1 ≤ j < i ≤ n) are inductively defined by b∗i := bi −
∑i−1

j=1 µijb
∗
j

, µij := (bi, b
∗
j )/(b

∗
j , b

∗
j ), where ( , ) denotes the Hermitian inner product on Cn. And

LLL-reduced basis is similarly defined by (3), (4).

From now on, we consider the imaginary quadratic field F = Q(
√
m), where m is a

square free negative integer, R = OF , the ring of integers in F .

Given imaginary quadratic field Q(
√
m) := {a+b

√
m | a, b ∈ Q}, the ring OF of integers

in Q(
√
m) is the following:

(i) If m ̸≡ 1 (mod 4), then OF := {a+ b
√
m | a, b ∈ Z}.

(ii) If m ≡ 1 (mod 4), then OF :=
{

a+b
√
m

2 | a, b ∈ Z, a ≡ b (mod2)
}
.

For above two cases about m, we can prove its non-zero absolute values are greater than
1. So, we show below it as a lemma.

Lemma 3.1 If F = Q(
√
m), where m < 0, we get for any non-zero r ∈ OF , |r|2 ≥ 1.

Proof. (i) In case m ̸≡ 1 (mod 4). Let r =: a+ b
√
m, where a, b ∈ Z. Then we can rewrite

r as r = a+ b
√
−mi, therefore |r|2 = a2 −mb2.

We assume a ̸= 0. Then |r|2 ≥ 1. If b ̸= 0, then |r|2 ≥ −m ≥ 1. Hence if either a ̸= 0 or
b ̸= 0, then |r|2 ≥ 1.

(ii) In case m ≡ 1 (mod 4). Let r =: a+b
√
m

2 , where a, b ∈ Z, with a ≡ b (mod 2). Then

|r|2 = a2−mb2

4 . We show that if either a ̸= 0 or b ̸= 0 then |r|2 ≥ 1. Since m < 0, m ≡
1 (mod 4), the minimum value of −m(> 0) is 3. Hence |r|2 ≥ a2+3b2

4 .
(a) In case a ≡ b ≡ 0 (mod 2). The minimum value of a2 + 3b2 is 4 (a = ±2, b = 0).
(b) In case a ≡ b ≡ 1 (mod 2). The minimum value of a2 + 3b2 is 4 (a = ±1, b = ±1).

In any case, we have |r|2 ≥ a2+3b2

4 ≥ 1.

This lemma implies the following proposition.

Proposition 3.2 Let F denote the imaginally quadratic field Q(
√
m) and R = OF be the

ring of integers in F . Let b1, · · · , bn be a basis of Λ, and b∗i (i = 1, 2, · · · , n) be as above.
Then we have

(7) ∥x∥2 ≥ ∥b∗i ∥2 for some i ≤ n.

for any non-zero x ∈ Λ.

Proof. For every x ∈ Λ, we can write x =:
∑n

j=1 rjbj =
∑n

j=1 sjb
∗
j , where rj ∈ OF and

sj ∈ Q(
√
m). Let i be the largest index with ri ̸= 0. We claim that x =

∑i
j=1 sjb

∗
j and

Scientiae Mathematicae Japonicae 1

A GENERALIZATION OF LLL LATTICE BASIS REDUCTION OVER
IMAGINARY QUADRATIC FIELDS

Abstract. In this paper we generalize LLL lattice basis reduction defined by Lenstra,
Lenstra, and Lovász. We consider OF -lattice, where OF is the ring of integers in
algebraic number field F . We can prove that basic properties of reduced basis can hold
over imaginary quadratic fields. We can reveal existence of a least positive element
over other algebraic number fields.

1 Introduction Among all the Z bases of a lattice, some are better than others. The
ones whose elements are the shortest are called reduced. Since the bases all have the same
discriminant, to be reduced implies also that a basis is not too far from being orthogonal.

In 1982 A.K.Lenstra, H.W.Lenstra, Jr., and L.Lovász presented the LLL reduction al-
gorithm. It was originally meant to find ”short” vectors in lattices, i.e. to determine a so
called reduced basis for a given lattice. H.Napias generalized LLL reduction algorithm over
euclidean rings or orders([3]).

In this paper we define LLL reduced basis over imaginary quadratic fields. We consider
a lattice in the n-dimensional linear space V = Fn, so F is an imaginary quadratic field.
F is included by the field of complex numbers. Lenstra, Lenstra, and Lovász showed some
properties about reduced bases over real number fields. We proved these properties hold
over imaginary quadratic fields.

In last section, we consider a general algebraic number field F . Let OF be the ring
of integers in F , we state that OF has a least positive element or not. And we show a
necessary and sufficient condition for algebraic number field F to lead structure of lattice.

2 Basis reduction on Z-modules We consider a lattice in n-dimensional linear space
Rn, where R is the field of real numbers.

A subset Λ of the n-dimensional real vector space Rn is called a lattice if there exists a
basis b1, · · · , bn of Rn such that

Λ =

n∑
i=1

Zbi =
{ n∑

i=1

ribi

���� ri ∈ Z (1 ≤ i ≤ n)

}
.

In this situation we say that the set {b1, · · · , bn} of vectors forms a basis for Λ, or that it
spans Λ. We call n the rank of Λ.

For a Z-basis b1, · · · , bn of Λ the discriminant d(Λ) of Λ is defined by d(Λ) = | det(bi, bj)|
1
2 >

0, where ( , ) denotes the ordinary inner product on Rn. This does not depend on the choice
of the basis. And by Hadamard’s inequality, we have d(Λ) ≤

∏n
i=1 ∥bi∥.

In the sequel we consider the construction of special bases of lattices Λ. For the appli-
cations and for geometrical reasons we are interested in bases consisting of vectors of small
norm. Minkowski reduced is an example of reduced basis. The computation of a Minkowski

2010 Mathematics Subject Classification. 11Y40, 11R04.
Key words and phrases. basis reduction, LLL-algorithm, imaginary quadratic fields.

KOICHI ARIMOTO and YASUYUKI HIRANO

Received July 27, 2017

3



4 K.ARIMOTO AND Y.HIRANO

ri = si. By bi = b∗i +
∑i−1

j=1 µijb
∗
j , we have

(8) x =

i∑
j=1

rjbj =

i∑
j=1


rj +

i∑
k=j+1

rkµkj


 b∗j .

We suppose j = i, we have ri = si.
Next,

(9) ∥x∥2 = ∥s1b∗1∥2 + ∥s2b∗2∥2 + · · ·+ ∥sib∗i ∥2 ≥ |si|2∥b∗i ∥2

Now since si = ri, |ri|2 ≥ 1(by Lemma 3.1). Therefore we have

(10) ∥x∥2 ≥ |ri|2∥b∗i ∥2 ≥ ∥b∗i ∥2,

for some i ≤ n.

These arguments imply the following main theorem. The idea of following proof is due to
[2].

Theorem 3.3 Let F = Q(
√
m), where m is a square free negative integer, If b1, · · · , bn

is some reduced basis for a lattice Λ in V , then
(i) ∥bj∥2 ≤ 2i−1∥b∗i ∥2 for 1 ≤ j ≤ i ≤ n,
(ii) d(Λ) ≤

∏n
i=1 ∥bi∥ ≤ 2n(n−1)/4d(Λ),

(iii) ∥b1∥ ≤ 2(n−1)/4d(Λ)1/n,
(iv) ∥b1∥2 ≤ 2n−1∥x∥2 for every x ∈ Λ,x ̸= 0,
(v) For any linearly independent set of vectors x1, · · · ,xt ∈ Λ we have

∥bj∥2 ≤ 2n−1max{∥x1∥2, · · · , ∥xt∥2} for 1 ≤ j ≤ t ≤ n,
where ∥ · ∥ denotes the norm defined by (6).

Proof. (i) From (4) and (3) we see that

∥b∗i ∥2 ≥
(
3

4
− |µi,i−1|2

)
∥b∗i−1∥2 ≥ 1

2
∥b∗i−1∥2

for 1 < i ≤ n, so by induction

∥b∗j∥2 ≤ 2i−j∥b∗i ∥2 for 1 ≤ j ≤ i ≤ n.

From (1) and (3) we now obtain

∥bi∥2 = ∥b∗i ∥2 +
i−1∑
j=1

|µij |2∥b∗j∥2

≤ ∥b∗i ∥2 +
i−1∑
j=1

1

4
· 2i−j∥b∗i ∥2

=

(
1 +

1

4
(2i − 2)

)
∥b∗i ∥2

≤ 2i−1∥b∗i ∥2.

It follows that
∥b∗j∥2 ≤ 2j−1∥b∗j∥2 ≤ 2i−1∥b∗i ∥2

Scientiae Mathematicae Japonicae 1

A GENERALIZATION OF LLL LATTICE BASIS REDUCTION OVER
IMAGINARY QUADRATIC FIELDS

Abstract. In this paper we generalize LLL lattice basis reduction defined by Lenstra,
Lenstra, and Lovász. We consider OF -lattice, where OF is the ring of integers in
algebraic number field F . We can prove that basic properties of reduced basis can hold
over imaginary quadratic fields. We can reveal existence of a least positive element
over other algebraic number fields.

1 Introduction Among all the Z bases of a lattice, some are better than others. The
ones whose elements are the shortest are called reduced. Since the bases all have the same
discriminant, to be reduced implies also that a basis is not too far from being orthogonal.

In 1982 A.K.Lenstra, H.W.Lenstra, Jr., and L.Lovász presented the LLL reduction al-
gorithm. It was originally meant to find ”short” vectors in lattices, i.e. to determine a so
called reduced basis for a given lattice. H.Napias generalized LLL reduction algorithm over
euclidean rings or orders([3]).

In this paper we define LLL reduced basis over imaginary quadratic fields. We consider
a lattice in the n-dimensional linear space V = Fn, so F is an imaginary quadratic field.
F is included by the field of complex numbers. Lenstra, Lenstra, and Lovász showed some
properties about reduced bases over real number fields. We proved these properties hold
over imaginary quadratic fields.

In last section, we consider a general algebraic number field F . Let OF be the ring
of integers in F , we state that OF has a least positive element or not. And we show a
necessary and sufficient condition for algebraic number field F to lead structure of lattice.

2 Basis reduction on Z-modules We consider a lattice in n-dimensional linear space
Rn, where R is the field of real numbers.

A subset Λ of the n-dimensional real vector space Rn is called a lattice if there exists a
basis b1, · · · , bn of Rn such that

Λ =

n∑
i=1

Zbi =
{ n∑

i=1

ribi

���� ri ∈ Z (1 ≤ i ≤ n)

}
.

In this situation we say that the set {b1, · · · , bn} of vectors forms a basis for Λ, or that it
spans Λ. We call n the rank of Λ.

For a Z-basis b1, · · · , bn of Λ the discriminant d(Λ) of Λ is defined by d(Λ) = | det(bi, bj)|
1
2 >

0, where ( , ) denotes the ordinary inner product on Rn. This does not depend on the choice
of the basis. And by Hadamard’s inequality, we have d(Λ) ≤

∏n
i=1 ∥bi∥.

In the sequel we consider the construction of special bases of lattices Λ. For the appli-
cations and for geometrical reasons we are interested in bases consisting of vectors of small
norm. Minkowski reduced is an example of reduced basis. The computation of a Minkowski
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for 1 ≤ j ≤ i ≤ n. This proves (i).
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∗
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i=1

∥b∗i ∥.
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of Dirichlet’s simultaneous approximation theorem. The proof is given in [7].
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√
z and

|y − zβ| < 1/
√
z.

Proposition 4.2 Let L be a free abelian group of rank n ≥ 3 in C. Then, for any positive
real number ϵ, there is a non-zero z ∈ L such that |z| < ϵ.
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Proposition 4.3 Let L be a free abelian group of rank n ≥ 2 in R. Then, for any positive
real number ϵ, there is a non-zero z ∈ L such that |z| < ε.

By these propositions, the ring of integers OF has a least positive element, if and only if
F is the rational number field or an imaginary quadratic field. Therefore we conclude the
following theorem.

Theorem 4.4 Let F be a number field and OF is the ring of integers in F . Then OF has
a least positive element if and only if F is either the rational number field or an imaginary
quadratic field.
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1

Hiroshi Isa(1), Masatoshi Ito(2)∗, Eizaburo Kamei(3),
Hiroaki Tohyama(4) and Masayuki Watanabe(5)

Abstract. Let A and B be strictly positive linear operators on a Hilbert space. The
derivative of the path A ♮t B (t ∈ R) gives the relative operator entropy, that is,
d
dt
A ♮t B = St(A|B), which we can regard as the velocity function along A ♮t B. The

derivative of velocity function is the acceleration function, so we define the accelera-
tion by At(A|B) = d

dt
St(A|B). In this paper, we discuss properties of St(A|B) and

At(A|B). Firstly, we interpret some properties of St(A|B) concerning interpolational
property and the noncommutative ratio from the viewpoint of velocity. Secondly, we
show the properties of At(A|B) similar to those of St(A|B).

1 Introduction. Let A and B be strictly positive linear operators on a Hilbert space H.
An operator T on H is said to be positive (we denote it by T ≥ 0) if (Tξ, ξ) ≥ 0 for all
ξ ∈ H and T is said to be strictly positive (we denote it by T > 0) if T is invertible and
positive.

For A,B > 0, we define a path A ♮t B as follows ([2, 3, 6, 8, 14] etc.):

A ♮t B ≡ A
1
2 (A− 1

2BA− 1
2 )tA

1
2 (t ∈ R),

which is passing through A = A ♮0 B and B = A ♮1 B. If t ∈ [0, 1], the path A ♮t B
coincides with the weighted geometric operator mean denoted by A ♯t B (cf. [15]). We
remark that A ♮t B = B ♮1−t A holds for t ∈ R (cf. [8]).

Fujii and Kamei [1] defined the following relative operator entropy for A,B > 0:

S(A|B) ≡ A
1
2 log(A− 1

2BA− 1
2 )A

1
2 .

Furuta [7] defined generalized relative operator entropy as follows (see also [9]):

Sα(A|B) ≡ A
1
2 (A− 1

2BA− 1
2 )α log(A− 1

2BA− 1
2 )A

1
2

= (A ♮α B)A−1S(A|B) (α ∈ R).

We know immediately S0(A|B) = S(A|B). We remark that

S(A|B) =
d

dt
A ♮t B

∣∣∣∣
t=0

and Sα(A|B) =
d

dt
A ♮t B

∣∣∣∣
t=α

.

Yanagi, Kuriyama and Furuichi [16] introduced the Tsallis relative operator entropy as
follows:

Tα(A|B) ≡ A ♯α B −A

α
(α ∈ (0, 1]).
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Since lim
x→0

ax − 1

x
= log a holds for a > 0, we have T0(A|B) ≡ lim

α→0
Tα(A|B) = S(A|B). The

Tsallis relative operator entropy can be defined for any α ∈ R by using ♮α instead of ♯α.
For A,B > 0, t ∈ [0, 1] and r ∈ [−1, 1], operator power mean A ♯t,r B is defined as

follows:

A ♯t,r B ≡ A
1
2

{
(1− t)I + t(A− 1

2BA− 1
2 )r

} 1
r

A
1
2 = A ♮ 1

r
{A ∇t (A ♮r B)} .

We remark that A ♯t,r B = B ♯1−t,r A holds for t ∈ [0, 1] and r ∈ [−1, 1] (cf. [10, 12]). The
operator power mean is a path combining A = A ♯0,r B and B = A ♯1,r B, and interpolates
the arithmetic operator mean, the geometric operator mean and the harmonic operator
mean.

arithmetic operator mean
A ∇t B = (1− t)A+ tB

↑r=1

A ♯t,r B −−−→
r→0

geometric operator mean

A ♯t B = A
1
2 (A− 1

2BA− 1
2 )tA

1
2

↓r=−1

harmonic operator mean

A ∆t B =
(
A−1 ∇t B

−1
)−1

For A,B > 0, α ∈ [0, 1] and r ∈ [−1, 1], expanded relative operator entropy Sα,r(A|B) is
defined as follows (cf. [10]):

Sα,r(A|B) ≡ d

dt
A ♯t,r B

����
t=α

= A
1
2

[{
(1− α)I + α

(
A− 1

2BA− 1
2

)r} 1
r−1 (A− 1

2BA− 1
2 )r − I

r

]
A

1
2

= (A ♯α,r B)(A ∇α (A ♮r B))−1S0,r(A|B) (r ̸= 0),

Sα,0(A|B) ≡ lim
r→0

Sα,r(A|B) = Sα(A|B).

We remark that S0,r(A|B) = Tr(A|B), S1,r(A|B) = −Tr(B|A) hold for r ∈ [−1, 1].
S(A|B) and S0,r(A|B) are given as follows:

S(A|B) =
d

dt
A ♮t B

����
t=0

and S0,r(A|B) =
d

dt
A ♯t,r B

����
t=0

.

We illustrate an image for S(A|B) and S0,r(A|B) in Figure 1.
In [6], S(A|B) and S0,r(A|B) are regarded as the velocities on the paths A ♯t B and

A ♯t,r B at t = 0 respectively. According to this viewpoint, it is natural to call Sα(A|B) and
Sα,r(A|B) the velocities on the paths A ♮t B and A ♯t,r B respectively. These interpretations
inspire us to introduce the accelerations Aα(A|B) and Aα,r(A|B) on the paths A ♮t B and
A ♯t,r B at t = α.

In this paper, we can show that the properties concerning the accelerations Aα(A|B)
and Aα,r(A|B), interpolational property, the behavior of noncommutative ratio and so on,
are inherited from those of velocities Sα(A|B) and Sα,r(A|B). The contents of this paper
are as follows: In section 2, we show properties of the velocity Sα(A|B). In section 3, we
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Velocity and acceleration on the paths A ♮t B and A ♯t,r B 3

introduce the acceleration Aα(A|B) and we show some properties of Aα(A|B). In section
4, we introduce the acceleration on the path A ♯t,r B and we show some results for velocity
Sα,r(A|B) and acceleration Aα,r(A|B) on the path A ♯t,r B.

�

�

�

O

A

B

r 1
r

1

t

A♮tB A♯t,rB A∇tB

S(A|B)

S0,r(A|B)

Figure 1: An image of S(A|B) and S0,r(A|B).

2 Velocity on the path A ♮t B. As mentioned in section 1, we regard Sα(A|B) as the
velocity on the path A ♮t B at t = α. In this section, we show some properties of the
velocity Sα(A|B).

The next lemma shows interpolational property of the path A ♮t B. This lemma is
fundamental in our discussion.

Lemma 2.1. ([12]) For A,B > 0 and x, y, α ∈ R,

(A ♮y B) ♮α (A ♮x B) = A ♮(1−α)y+αx B

holds.

Let A ♮x B and A ♮y B (x, y ∈ R) be arbitrary points on the path A ♮t B. Concerning
the velocity Sα(A ♮y B|A ♮x B) at t = α, we have the following theorem which was proved
in [12].

Theorem 2.2. ([12]) Let A,B > 0 and α, x, y ∈ R. Then

Sα(A ♮y B|A ♮x B) = (x− y)S(1−α)y+αx(A|B).

In our discussion, for a given path γ(t) = X ♮t Y for X,Y > 0 and t ∈ R, we imagine
that an object moves through base points X (t = 0) and Y (t = 1) on the path γ(t). Then
Sα(A ♮y B|A ♮x B) means the velocity on the path γ1(t) = (A ♮y B) ♮t (A ♮x B)
at t = α, and also S(1−α)y+αx(A|B) means the velocity on the path γ2(t) = A ♮t B at
t = (1 − α)y + αx. Note that γ1(t) and γ2(t) represent the same path, and the point on
γ1(t) at t = α and the point on γ2(t) at t = (1−α)y+αx are the same point by Lemma 2.1.
In this situation, we consider exchanging the path γ1(t) for γ2(t) to change unit length of
the path. Then we can regard Theorem 2.2 as the result on the rate of change of velocities
at the same point.

The next Corollary 2.3 is an immediate consequence of Theorem 2.2.
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remark that A ♮t B = B ♮1−t A holds for t ∈ R (cf. [8]).

Fujii and Kamei [1] defined the following relative operator entropy for A,B > 0:

S(A|B) ≡ A
1
2 log(A− 1

2BA− 1
2 )A

1
2 .

Furuta [7] defined generalized relative operator entropy as follows (see also [9]):

Sα(A|B) ≡ A
1
2 (A− 1

2BA− 1
2 )α log(A− 1

2BA− 1
2 )A

1
2

= (A ♮α B)A−1S(A|B) (α ∈ R).

We know immediately S0(A|B) = S(A|B). We remark that

S(A|B) =
d

dt
A ♮t B

∣∣∣∣
t=0

and Sα(A|B) =
d

dt
A ♮t B

∣∣∣∣
t=α

.

Yanagi, Kuriyama and Furuichi [16] introduced the Tsallis relative operator entropy as
follows:

Tα(A|B) ≡ A ♯α B −A

α
(α ∈ (0, 1]).
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From this relation and (♡), we can give an alternative proof of Theorem 2.6 as follows: By
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����
t=α
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d

dt
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Then

Aα(A|B) =
d

dt
St(A|B)

����
t=α

= A
1
2 (A− 1

2BA− 1
2 )α(log(A− 1

2BA− 1
2 ))2A

1
2

= A
1
2 (A− 1

2BA− 1
2 )α log(A− 1

2BA− 1
2 )A

1
2A−1A

1
2 log(A− 1

2BA− 1
2 )A

1
2

= Sα(A|B)A−1S(A|B),

which shows the first equality. On the other hand, we have

Sα(A|B)A−1S(A|B) = Sα(A|B)(A ♮α B)−1(A ♮α B)A−1S(A|B)

= Sα(A|B)(A ♮α B)−1Sα(A|B).

Remark. Theorem 3.2 shows that if we put γ(t) = A ♮t B, then it satisfies the geodesic

equation γ̈(t)− γ̇(t)
(
γ(t)

)−1
γ̇(t) = 0 since γ̇(t) = St(A|B) and γ̈(t) = At(A|B). Conversely,

A ♮t B is given as the solution of the geodesic equation for initial conditions γ(0) = A and
γ(1) = B. We show it here according to [5] which treats matrices, but the same arguments
are valid for operator valued functions, since, even for a operator valued function γ(t),
it holds that (γ(t)−1)

′
= −(γ(t))−1γ(t)

′
(γ(t))−1 and that (log γ(t))

′
= γ(t)

′
(γ(t))−1 if

γ(t)γ(t)
′
= γ(t)

′
γ(t).

By putting f(t) = γ(0)−
1
2 γ(t)γ(0)−

1
2 = A− 1

2 γ(t)A− 1
2 , we have

f
′′
(t)− f

′
(t)

(
f(t)

)−1
f

′
(t) = 0

and that f(0) = A− 1
2 γ(0)A− 1

2 = I and f(1) = A− 1
2 γ(1)A− 1

2 = A− 1
2BA− 1

2 . Since

(
f

′
(t)(f(t))−1

)′

= f
′′
(t)(f(t))−1 − f

′
(t)(f(t))−1f

′
(t)(f(t))−1

= f
′′
(t)(f(t))−1 − f

′′
(t)(f(t))−1 = 0,

then we have f
′
(t)(f(t))−1 = C, that is, f

′
(t) = Cf(t). It is known that f(t) and f

′
(t) are

selfadjoint, so we have

C∗ = f(0)C∗ = (Cf(0))∗ = (f
′
(0))∗ = f

′
(0) = Cf(0) = C.

Hence
f

′
(t)(f(t))−1 = C = C∗ = (f

′
(t)(f(t))−1)∗ = (f(t))−1f

′
(t),

and then f
′
(t)f(t) = f(t)f

′
(t). So we have (log f(t))

′
= f

′
(t)(f(t))−1 = C and then

log f(t) = Ct +D. By f(0) = I and f(1) = A− 1
2BA− 1

2 , we have expC = A− 1
2BA− 1

2 and

D = 0, that is, f(t) = (A− 1
2BA− 1

2 )t. Therefore, we obtain

γ(t) = A
1
2 f(t)A

1
2 = A

1
2 (A− 1

2BA− 1
2 )tA

1
2 = A ♮t B.

Through Theorem 3.2, we know that the acceleration Aα(A|B) has the similar properties
to the velocity Sα(A|B). First, we have Theorem 3.3 which corresponds to Theorem 2.2.
As mentioned in section 2, the point on the path γ1(t) = (A ♮y B) ♮t (A ♮x B) at t = α
and the point on γ2(t) = A ♮t B at t = (1− α)y + αx are the same point. Then Theorem
3.3 shows the result on the rate of change of accelerations at the same point.
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which is passing through A = A ♮0 B and B = A ♮1 B. If t ∈ [0, 1], the path A ♮t B
coincides with the weighted geometric operator mean denoted by A ♯t B (cf. [15]). We
remark that A ♮t B = B ♮1−t A holds for t ∈ R (cf. [8]).

Fujii and Kamei [1] defined the following relative operator entropy for A,B > 0:
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Furuta [7] defined generalized relative operator entropy as follows (see also [9]):
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2BA− 1
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1
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= (A ♮α B)A−1S(A|B) (α ∈ R).
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∣∣∣∣
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∣∣∣∣
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Theorem 3.3. Let A,B > 0 and α, x, y ∈ R. Then

Aα(A ♮y B|A ♮x B) = (x− y)2A(1−α)y+αx(A|B).

Proof. By Theorem 3.2, Lemma 2.1 and Theorem 2.2, we have

Aα(A ♮y B|A ♮x B)

= Sα(A ♮y B|A ♮x B)((A ♮y B) ♮α (A ♮x B))−1Sα(A ♮y B|A ♮x B)

= (x− y)2S(1−α)y+αx(A|B)(A ♮(1−α)y+αx B)−1S(1−α)y+αx(A|B)

= (x− y)2A(1−α)y+αx(A|B).

Corollary 3.4. For A,B > 0, and α, x, y ∈ R, the following hold:

Aα(B|A) = A1−α(A|B).(1)

Aα(A|A ♮x B) = x2Aαx(A|B).(2)

Aα(A ♮y B|A ♮y+1 B) = Aα+y(A|B).(3)

Secondly, related to the noncommutative ratio, we have Theorem 3.5 which corresponds
to Theorem 2.4.

Theorem 3.5. For A,B > 0 and v ∈ R,

R(v;A,B)Aα(A|B) = Aα+v(A|B)

for all α ∈ R. In particular,

R(v;A,B)A0(A|B) = Av(A|B).

Proof. By Theorem 3.2 and Theorem 2.4, we have

R(v;A,B)Aα(A|B) = R(v;A,B)Sα(A|B)A−1S(A|B)

= Sα+v(A|B)A−1S(A|B) = Aα+v(A|B).

The following Theorem 3.6 is an extension of Theorem 3.5. Similarly to Theorem 2.6,
Theorem 3.6 shows a relation between acceleration on the paths γ1(t) = (A ♮y B) ♮t (A ♮x B)
and γ2(t) = (A ♮y+v B) ♮t (A ♮x+v B) at t = α by using the noncommutative ratio.

Theorem 3.6. Let A,B > 0 and α, v, x, y ∈ R. Then

R(v;A,B)Aα(A ♮y B|A ♮x B) = Aα(A ♮y+v B|A ♮x+v B).

Proof. By Theorem 3.3 and Theorem 3.5, we have

R(v;A,B)Aα(A ♮y B|A ♮x B) = (x− y)2R(v;A,B)A(1−α)y+αx(A|B)

= (x− y)2A(1−α)y+αx+v(A|B)

= {(x+ v)− (y + v)}2 A(1−α)(y+v)+α(x+v)(A|B)

= Aα(A ♮y+v B|A ♮x+v B).

Lastly, the difference between Av(A|B) and A0(A|B) is gotten as follows.
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We know immediately S0(A|B) = S(A|B). We remark that
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Proposition 3.7. For A,B > 0 and v ∈ R,
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∣∣∣∣
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Proof. We have shown the case r = 0 in Theorem 3.2. Hence, we have only to show the
case r ̸= 0. Since
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dt
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2
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2 )r − I

r
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2
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)−1
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Corollary 4.6. For A,B > 0, α, x ∈ [0, 1] and r ∈ [−1, 1], the following hold:

Sα,r(B|A) = −S1−α,r(A|B) and Sα,r(A|A ♯x,r B) = xSαx,r(A|B).(1)

Aα,r(B|A) = A1−α,r(A|B) and Aα,r(A|A ♯x,r B) = x2Aαx,r(A|B).(2)
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property and the noncommutative ratio from the viewpoint of velocity. Secondly, we
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remark that A ♮t B = B ♮1−t A holds for t ∈ R (cf. [8]).
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Abstract. With respect to the sufficient statistics in the transformed exponential
family based on a continuous probability distribution, we examine a misuse that the
sufficient statistics ought to be distributed with a k-dimensional exponential family
where k is the dimension of the sufficient statistics. Under the irreducibility of the
sufficient statistics, we define two types of the transformed exponential family, i.e.,
regular and pseudo, so that the misuse is made explicit.

1 Introduction The exponential and curved exponential families cover a wide range of

distributions ([4], [5], [14], [15]), and are widely used for generalized mixed linear models

[7], and for methods in information geometry ([1], [2], [3], [6], [8], [13]).

Under the framework of information geometry, it is well assumed that the sufficient

statistics are linearly independent in order to make a one-to-one correspondence between

the parameter and the density [12] and that the dimension of parameters are equal to the

dimension of the sufficient statistics which are linearly independent under the duality in

the statistical manifold. [10] showed that linear independence of the score function is not

a sufficient condition for a distribution to belong to the curved exponential family, showing

that there exists a gap between the parameter space and the observations.

When we regard an original probability distribution as one of the exponential family,

we should carefully examine the assumptions in the exponential family. In this article, we

show that an appropriate transformation from an original probability distribution of random

variable X to a natural exponential family is restricted by a structure corresponding to the

expectation µ = E(X) with respect to the original distribution at most. Thus an extended

structure corresponding up to the sufficient statistics with respect to the original distribution
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Key words and phrases. Exponential family, Sufficient statistics, Misuse, Linearly independent, Irre-

ducible, Transformed regular/pseudo- exponential family.
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implies that the transformed exponential family contradicts the assumption of the natural

exponential family in the viewpoint of the probability measure of the sufficient statistics.

We define a transformed regular/pseudo- exponential family with respect to the trans-

formation from a continuous probability distribution and examine whether the sufficient

statistics in the transformed exponential family is distributed with the k-dimensional expo-

nential family where k is the dimension of the sufficient statistics. A vague application to

the sufficient statistics implies a misuse in the exponential family.

2 A misuse in the sufficient statistics Let (Ω,F ,P) be a probability space and a

random vector X on the probability space (Ω,F ,P) induces a probability space (Rm,Bm, µ)

by µ(A) = P(X−1(A)) = P{X ∈ A} for any A ∈ Bm. Symbolically we may write it

µ = P◦X−1 and this µ is called the “probability distribution measure” of X and we denote

the probability space (Rm,Bm, µ) as (X ,A, µ) and the probability (density) function of X

as f(x|ξ) where ξ is an s-dimensional parameter with respect to the probability distribution

of X, i.e.,

(1) f(x|ξ), x ∈ Rm, ξ ∈ Rs,

where x = (x1, x2, . . . , xm)T , ξ = (ξ1, ξ2, . . . , ξs)T , and the notation T means the transpose.

Now we consider a transformed expression of f(x|ξ) as regarding an exponential family

and we denote it as f(y|η), i.e.,

(2) f(y|η) = exp [C(x) + 〈η(ξ), y(x)〉 − φ(ξ)] ,

where the notation 〈, 〉 means the inner product, η(ξ) = (η1(ξ), . . . , ηk(ξ))T is a transformed

parameter, y = y(x) = (y1(x), . . . , yk(x))T is a transformed variable, φ(ξ) is the normal-

izing term, and C(x) is a constant term. We call (2) a transformed exponential family for

the original density (1) and we define the following three kind of types in (2):

(3)




(Case A) f(y|η) =
∑

x:y(x)=y
f(x|ξ),

(Case B) f(y|η) dy =




(B1) f(x|ξ)
∣∣∣∣
∂x

∂y

∣∣∣∣ dy under
∣∣∣∂x

∂y

∣∣∣ �= 0,

(B2) f(y(x)|η) dx under
∣∣∣∂x

∂y

∣∣∣ = 0.
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Under the framework of information geometry, it is well assumed that the sufficient

statistics are linearly independent in order to make a one-to-one correspondence between

the parameter and the density [12] and that the dimension of parameters are equal to the

dimension of the sufficient statistics which are linearly independent under the duality in

the statistical manifold. [10] showed that linear independence of the score function is not

a sufficient condition for a distribution to belong to the curved exponential family, showing

that there exists a gap between the parameter space and the observations.

When we regard an original probability distribution as one of the exponential family,

we should carefully examine the assumptions in the exponential family. In this article, we

show that an appropriate transformation from an original probability distribution of random

variable X to a natural exponential family is restricted by a structure corresponding to the

expectation µ = E(X) with respect to the original distribution at most. Thus an extended

structure corresponding up to the sufficient statistics with respect to the original distribution
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DEFINITION 2.1 We define the above three types (3) of the transformed exponential fam-

ily as follows:

• (Case A) a transformed discrete exponential family,

• (Case B1) a transformed regular exponential family,

• (Case B2) a transformed pseudo-exponential family.

Remark that Case A is for a discrete random vector X and it does not need one-to-

one correspondence between X and Y and Case B1 requires a one-to-one correspondence

between X and Y in order to the non-zero Jacobian
∣∣∣∂x

∂y

∣∣∣ �= 0, so that both dimensions

are equal, i.e., k = m and the sufficient statistics Y is a k-dimensional random vector

distributed with a k-dimensional probability distribution.

Note that, because of k �= m in Case B2, the sufficient statistics Y (X) is a k-dimensional

random vector distributed with
∣∣∣∂x

∂y

∣∣∣ = 0, so that we should recognize that the sufficient

statistics Y in the transformed pseudo-exponential family does not correspond to X one-

on-one.

We consider a k-dimensional canonical exponential family as follows:

(4) g(z|θ) = exp [C(z) + 〈θ, z〉 − φ(θ)] , z ∈ Rk, θ ∈ Rk.

It is obvious that the sufficient statistics is a k-dimensional z. Under the framework of in-

formation geometry for the density (4), it is well assumed that k+1 functions {1, z1, . . . , zk}

are linearly independent in order to make a one-to-one correspondence between θ and g(z|θ)

for arbitrary θ ∈ Rk, where 1 is the identity mapping. For example, [12] defined the linear

independence for the density (2) as follows:

DEFINITION 2.2 The functions {1, y1(x), . . . , yk(x)} in (2) are said to be linearly inde-

pendent if the following holds: a0 +
∑k

j=1 ajyj(x) = 0 for any x in an open set if and only

if a0 = · · · = ak = 0.

Here we consider the following definition for Definition 2.2:
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DEFINITION 2.3 The functions {y1(x), . . . , yk(x)} in (2) are said to be reducible if the

following holds: for some yi(x), there exists constants di, cj (j �= i) ∈ R such that

yi(x) =
∑
j �=i

cj yj(x) + di ,

where at least one of {cj} is not zero. If the functions {y1(x), . . . , yk(x)} are not reducible

for arbitrary yi(x), then we call them irreducible.

We have a relationship between Definition 2.2 and Definition 2.3 in the following lemma:

LEMMA 2.1 If the functions {y1(x), . . . , yk(x)} in (2) are irreducible for any x in an open

set, then they satisfy the linear independence in Definition 2.2.

Proof: If the functions {y1(x), . . . , yk(x)} are irreducible, the condition a0+
∑k

j=1 ajyj(x) =

0 in Definition 2.2 can be regarded as follows:
〈

1, a0 e0 +
k∑

j=1

(
ajyj(x)

)
ej

〉
= 0,

where the vector 1 = (1, 1, . . . , 1) and ej is the (j + 1)-th unit vector (j = 0, 1, . . . , k).

Suppose that there exists some aiyi(x) �= 0. Then aiyi(x) = −a0−
∑

j �=i ajyj(x). If ai �= 0,

then

yi(x) = −a0

ai
−

∑
j �=i

aj

ai
yj(x),

i.e., yi(x) is reducible and this is a contradiction, so that ai = 0 and this also contradicts the

assumption aiyi(x) �= 0. Thus we have a0 = a1y1(x) = · · · = akyk(x) = 0 and ∀yi(x) �= 0

for any x in an open set, so that a0 = a1 = · · · = ak = 0. Therefore the functions

{1, y1(x), . . . , yk(x)} satisfy the linear independence in Definition 2.2. �

Therefore, as a matter of principle, we suppose that k+1 functions {1, y1(x), . . . , yk(x)}

in (2) are irreducible. We show two typical examples as follows:

EXAMPLE 2.1 In the multinomial distribution with k + 1 cells, the probability function is

f(x|ξ) =
(

n

x1 x2 · · · xk+1

) k+1∏
i=1

pxi
i
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where x = (x1, . . . , xk), ξ = (p1, . . . , pk),
∑k+1

i=1 pi = 1 (pi ≥ 0 (i = 1, . . . , k + 1)), and

where ∀xi ≥ 0,
∑k+1

i=1 xi = n, and each integer xi (i = 1, . . . , k) is the frequency in the i-th

cell respectively. For f(x|ξ), the transformed exponential family is

f(y|η) = exp

{
C(x) +

k∑
i=1

ηi(ξ)yi(x) − φ(ξ)

}

with respect to Y = Y (X), where yi(x) = xi, ηi(ξ) = log(ξi/(1 −
∑k

j=1 ξj), (i = 1, . . . , k),

φ(ξ) = −n log


1 −

k∑
j=1

ξj


 , and C(x) = log

(
n

x1 x2 · · · xk+1

)
.

Here the linear independence of {1, y1(x), . . . , yk(x)} holds.

EXAMPLE 2.2 In the normal distribution N(µ, σ2) whose density is

f(x|ξ) =
1√

2πσ2
exp

{
− 1

2σ2
(x − µ)2

}
(x ∈ R)

with ξ = (µ, σ) for −∞ < µ < ∞ and 0 < σ < ∞, the transformed exponential family is

f(y|η) = exp

{
C(x) +

2∑
i=1

ηi(ξ) yi(x) − φ(ξ)

}

with respect to Y = Y (X), where η1(ξ) = µ/σ2, η2(ξ) = −1/(2σ2), y1(x) = x, y2(x) = x2,

φ(ξ) =
µ2

2σ2
+ log(σ), and C(x) = log

1√
2π

.

Here the region {(y1(x), y2(x)) : x ∈ R} is equivalent to a parabolic curve in the 2-

dimensional space and the functions {1, y1(x), y2(x)} are irreducible by Definition 2.3. This

example is of (Case B2) in the relationship (3) unless the parameter σ2 is supposed to be

known.

Since it is well known that the exponential family includes a lot of probability distri-

butions, we are apt to confuse the sufficient statistics in the exponential family with the

sufficient statistics distributed with the exponential family. The following theorem shows a

solution to the above confusion.
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THEOREM 2.1 Let X be an m-dimensional random vector distributed with a probabil-

ity density function (1) and, for a transformed exponential family (2) of X, let the k-

dimensional random vector Y (X) = (Y (1)(X), Y (2)(X)) which is the sufficient statistics

in (2). Suppose that these k + 1 functions {1,y(1),y(2)} are irreducible. There exists three

cases as follows: (Case 1) k < m, (Case 2) k = m, (Case 3) k > m. In Case 1, since

we have a loss of information based on X, it contradicts that Y is the sufficient statistics.

In Case 2, since X and Y have a one-to-one correspondence, this is a transformed regular

exponential family. In Case 3, since Y (1)(X) is regarded as corresponding to X under

k > m and the dimension of Y (2)(X) is k − m, there exists a measurable and irreducible

function u such that y(2) = u
(
y(1)

)
and the conditional density of y(2) given y(1) is the

indicator function, i.e., this is a transformed pseudo-exponential family.

Proof: Both Case 1 and Case 2 are obvious, so we prove Case 3 only.

Since the joint density h(y(1), y(2)) of Y is equivalent to the transformed exponential

family (2), i.e.,

h(y(1), y(2)) = f(y|η) = exp{C(x) + 〈η(1)(ξ), y(1)〉 + 〈η(2)(ξ), y(2)〉 − φ(ξ)},

where η(ξ) = (η(1)(ξ), η(2)(ξ)) and the dimension of η(1)(ξ) is m, we have the following

representation:

f(y|η) = f(y(2) |y(1)) f(y(1)),

where the marginal of Y (1) and the conditional density of Y (2) given Y (1) are

f(y(1)) = exp{〈”(1)(‰), y(1)〉 − φ(‰)}
Z

exp{C(x) + 〈”(2)(‰), y(2)〉}dy(2),

f(y(2) |y(1)) =
exp{C(x) + 〈”(2)(‰), y(2)〉}

R

exp{C(x) + 〈”(2)(‰), y(2)〉} dy(2)
(5)

under the assumption that 0 <
∫

exp{C(x) + 〈η(2)(ξ), y(2)〉}dy(2) < ∞. Since these k + 1

functions {1,y(1), y(2)} are irreducible, Y (1) = Y (1)(X) corresponds X one-on-one, and

Y (2) = Y (2)(X) is a measurable function of X, any element of Y (2) is not of a linear

combination of Y (1), so that there exists a measurable function u such that Y (2) = u(Y (1))

and {1,y(1), u(y(1))} are irreducible.

For the joint density function h(y(1), y(2)) with the relationship y(2) = u(y(1)), it holds

that h(y(1), y(2)) = δu(y(1))(y(2)) h(y(1)), where h(y(1)) is the marginal function of Y (1),
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the function δu(y(1))(y(2)) is the Dirac’s delta function at the point u(y(1)), that is, the

conditional density function of Y (2) given y(1) is the delta function δu(y(1))(Y
(2)):

(6) h(y(2) |y(1)) =
h(y(1), y(2))

h(y(1))
=

δu(y(1))(y(2)) h(y(1))
h(y(1))

= δu(y(1))(y
(2)),

so that, since the conditional probability function (5) is equivalent to the conditional (6),

we have the following relationship:

δu(y(1))(y
(2)) =

exp{C(x) + 〈η(2)(ξ), y(2)〉}∫
exp{C(x) + 〈η(2)(ξ), y(2)〉}dy(2)

(7)

=

{
1, if Y (2) = u(y(1)),
0, if Y (2) �= u(y(1)).

If Y (2) = u(y(1)), then the numerator is equivalent to the denominator in (7), i.e.,

exp{C(x) + 〈η(2)(ξ), y(2)〉} =
∫

exp{C(x) + 〈η(2)(ξ), y(2)〉}dy(2),

which implies that the probability distribution of Y (2) should be one point distribution

because the based random variable X is a continuous distribution. If Y (2) �= u(y(1)), then

the numerator in (7) should be zero, i.e.,

exp{C(x) + 〈η(2)(ξ), y(2)〉} = 0,

and this is impossible, but we need not directly consider the conditional density of Y (2)

given Y (1) in this situation and the transformed density is zero, i.e., f(y|η) = 0.

Therefore, for the sufficient statistics Y = (Y (1), Y (2)), the transformed density (2) is

represented by

(8) f(y|η) =

{
f(y(1)), if Y (2) = u(y(1)),
0, if Y (2) �= u(y(1)),

where f(y(1)) = exp{C(x) + 〈η(1)(ξ), y(1)〉 + 〈η(2)(ξ), u(y(1))〉 − φ(ξ)}, so that we can

regard the second element Y (2) as either a random variable with one point distribution

or a non-random (deterministic) variable given u(y(1)). In the equation (8), the left-hand

side is the density of k-dimensional random variable and the right-hand side is that of

m-dimensional random variable (k > m), which implies that the k-dimensional sufficient

statistics Y is distributed with a transformed pseudo-exponential family in (3). �
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Under the framework of information geometry, it is well assumed that the sufficient

statistics are linearly independent in order to make a one-to-one correspondence between

the parameter and the density [12] and that the dimension of parameters are equal to the

dimension of the sufficient statistics which are linearly independent under the duality in

the statistical manifold. [10] showed that linear independence of the score function is not

a sufficient condition for a distribution to belong to the curved exponential family, showing

that there exists a gap between the parameter space and the observations.

When we regard an original probability distribution as one of the exponential family,
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Although the conditional expectation and variance of Y (2) given Y (1) in Case 3 are

E[Y (2) |Y (1)] = u(Y (1)) and V [Y (2) |Y (1)] = 0,

the expectation and variance of Y (2) are

E[Y (2)] = E
[
E[Y (2) |Y (1)]

]
= E[u(Y (1))],

V [Y (2)] = V
[
E[Y (2) |Y (1)]

]
+ E

[
V [Y (2) |Y (1)]

]
= V [u(Y (1))],

and the covariance between Y (1) and Y (2) is Cov[Y (1), Y (2)] = Cov[Y (1), u(Y (1))]. On the

other hand, based on the structure of exponential family, we have the following relationships

with respect to the sufficient statistics Y :

E[Y ] =
∂φ(ξ)
∂η(ξ)

=
(

E[Y (1)]
E[Y (2)]

)
,

V [Y ] =
∂2φ(ξ)

∂η(ξ) ∂η(ξ)T
=

(
V [Y (1)] Cov[Y (1), Y (2)]

Cov[Y (1),Y (2)]T V [Y (2)]

)
,

so that the transformed exponential family (2) with respect to k-dimensional Y = (Y (1),Y (2))

has the same properties with respect to the usual exponential family (4) with respect to

Z = (Z1, . . . , Zk) on the surface, but the transformed pseudo-exponential family in (3) is

not like the k-dimensional exponential density (4) because the pseudo-density is reduced to

the density (8) with respect to only Y (1). Thus, even if the sufficient statistics Y (X) in

the transformed exponential family (2) is irreducible, it might belong to the k-dimensional

transformed pseudo-exponential family.

For the m-dimensional normal distribution N(µ,Σ), the density is represented as fol-

lows:

f(x|—,Σ) = exp

(

˙

Σ−1—, x
¸

−
1

2

˙

Σ−1x, x
¸

−
˙

Σ−1—, —
¸

+ log (|Σ|)
2

)

1

(2π)m/2
,

so that the sufficient statistics Y in the transformed exponential family under unknown

parameters µ and Σ is

Y = (X1, . . . , Xm, X2
1 , . . . , X2

m, X1X2, . . . , Xm−1Xm)T

whose dimension is 2m + (m2 − m)/2. Note that [9] studied the circular mechanism as a

limitation to the transformed exponential family.
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3 Conclusion In this article, we considered a misuse of the sufficient statistics in the

transformed exponential family from a continuous probability distribution based on the lin-

ear independence of the sufficient statistics which are assumed in the information geometry.

We defined new two terms, the transformed regular exponential family and the transformed

pseudo-exponential family and we determined properties of the sufficient statistics under

the irreducibility of the transformed exponential family. We recognized an importance of

the Jacobian matrix with respect to the transformation of random variables.

We hope that it is decreasing to misuse that the sufficient statistics in a transformed

pseudo-exponential family ought to be distributed with the k-dimensional regular exponen-

tial family where k is the dimension of the sufficient statistics.
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2

autoregressive (TAR) models, self-exciting threshold (SETAR) models and smooth thresh-

old autoregressive(STAR) models. Markov switching autoregressive(MAR) models were

developed by Hamilton (1989). Davis et al. (2008) introduced some segmented time series.

For more non-linear models, see Turkman et al. (2014). The ARCH process of order 1,

ARCH(1) is one of the most famous and can be modeled as

yt =
√
θ0 + θ1y2t−1ut, ut ∼ iid N(0, 1),(3)

with parameters θ0 > 0 and |θ1| < 1. Rewriting (3), we have

y2t = (θ0 + θ1y
2
t−1)u

2
t

= θ0 + θ1y
2
t−1 + (θ0 + θ1y

2
t−1)(u

2
t − 1)

= θ0 + θ1y
2
t−1 + ξt,(4)

which has a form similar to that of AR(1) in (1). Here, ξt := (θ0 + θ1y
2
t−1)(u

2
t − 1) is an

uncorrelated process with mean 0 and variance

Var(ξt) = E[(θ0 + θ1y
2
t−1)

2(u2
t − 1)2]− {E[(θ0 + θ1y

2
t−1)(u

2
t − 1)]}2

= E[(θ0 + θ1y
2
t−1)

2]E[(u2
t − 1)2]− {θ0 + θ1E[y2t−1]}2{E[u2

t ]− 1}2

= E[θ20 + θ21y
4
t−1 + 2θ0θ1y

2
t−1]E[u4

t + 1− 2u2
t ]− 0

= 2
(
θ20 + θ21E[y4t−1] + 2θ0θ1E[y2t−1]

)
.

Since

E[y2t ] = θ0 + θ1E[y2t−1] + 0 =
θ0

1− θ1
, E[y2t ] = E[y2t−1],

E[y4t ] = E[y4t−1], u
2
t ∼ χ2

1, and E[u4
t ] = 3, we have

E[y4t ] = E[(θ0 + θ1y
2
t−1)

2]E[u4
t ] = 3(θ20 + θ21 E[y4t−1] + 2θ0θ1E[y2t−1]) =

3θ20(1 + θ1)

(1− θ1)(1− 3θ21)
.

Hence the expression for the variance of ξt can be simplified to

Var(ξt) =
2θ20(1 + θ1)

(1− 3θ21)(1− θ1)
,(5)

and the variance of y2t can be easily found

Var(y2t ) = E[y4t ]− (E[y2t ])
2 =

2θ20
(1− 3θ21)(1− θ1)2

.(6)
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From variances (5) and (6), we see that θ1 <
√
1/3 is required. This is also discussed in

Shumway and Stoffer (2011).

Suppose the process {y1, · · · , yT } is generated from (3). To estimate the parameters

θ = (θ0, θ1)
′ in the ARCH(1) process, we apply Ochi’s estimator to the squared process (4).

The main purpose of this paper is to investigate the performance of Ochi’s estimator for (4)

Ochi∗(c1, c2) = θ̂c1,c2 =

(
T−1∑
t=2

yty
′
t + c1y1y

′
1 + c2yTy

′
T

)−1 T−1∑
t=1

yty
2
1+t,(7)

by simulation. In this, c1, c2 ≥ 0, and

yt =

(
1
y2t

)
.

To compare Ochi’s estimator (7) with the LSE, Burg’s estimator, and Yule-Walker estima-

tor, we give the derivations of the three estimators in the ARCH(1) case.

The paper is organized as follows. In Section 2, we extend the LSE, Burg’s estimator

and Yule-Walker estimator to the ARCH(1) model. In Section 3, we evaluate and compare

Ochi’s estimator and the three estimators in AR(1) and ARCH(1) models by simulation.

Finally, in Section 4, we discuss these results and conclude.

2 LSE, Burg’s estimator, and Yule-Walker estimator for ARCH(1) model

2.1 The least squares estimator By minimizing the sum of squared errors

T∑
t=2

{y2t − (θ0 + θ1y
2
t−1)}2,

we can obtain the LSE (e.g., Taniguchi et al., 2008)

θ̂LSE =

(
θ̂0
θ̂1

)
= (Z ′Z)−1Z ′Y ,

where

Y = (y22 , · · · , y2T )′, Z =




1 y21
...

...
1 y2t−1
...

...
1 y2T−1




,(8)
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and

Z ′ =

((
1
y21

)
,

(
1
y22

)
, · · · ,

(
1

y2T−1

))
= (y1,y2, · · · ,yT−1).

Then the LSE can be rewritten as

θ̂LSE =

(
T−1∑
t=1

yty
′
t

)−1 T−1∑
t=1

yty
2
t+1.(9)

Recalling the form of Ochi’s estimator (7) with constants c1 and c2, we see that when c1 = 1

and c2 = 0, Ochi’s estimator becomes the LSE.

2.2 Burg’s method Burg’s idea (Burg, 1975) is simple. With a previous given value

yt−1 and a next given value yt+1, forward and backward linear prediction can be represented

as

ŷ2t = θ̂0 + θ̂1y
2
t−1, t ∈ {2, 3, · · · , T}(10)

and

ỹ2t = θ̂0 + θ̂1y
2
t+1, t ∈ {1, 2, · · · , T − 1},(11)

respectively. The sum of the squared errors for (10) is

Sf =
T∑

t=2

(y2t − θ0 − θ1y
2
t−1)

2(12)

and for (11) is

Sb =
T−1∑
t=1

(y2t − θ0 − θ1y
2
t+1)

2.(13)

Minimizing the sum of (12) and (13),

S = Sf + Sb =
T∑

t=2

(y2t − θ′yt−1)
2 +

T−1∑
t=1

(y2t − θ′yt+1)
2

= y41 + 2
T−1∑
t=2

y4t + y4T + (θ′y1)
2 + 2

T−1∑
t=2

(θ′yt)
2 + (θ′yT )

2 − 2θ′

(
T∑

t=2

y2t yt−1 +
T−1∑
t=1

y2t yt+1

)
,

by setting the gradient with respect to θ as 0

∂S

∂θ
= 2y1(θ

′y1)
′ + 4

T−1∑
t=2

yt(θ
′yt)

′ + 2yT (θ
′yT )

′ − 2

(
T∑

t=2

y2t yt−1 +
T−1∑
t=1

y2t yt+1

)
= 0,
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we have

θ̂Burg =

(
y1y

′
1 + 2

T−1∑
t=2

yty
′
t + yTy

′
T

)−1 ( T∑
t=2

y2t yt−1 +

T−1∑
t=1

y2t yt+1

)

=

(
y1y

′
1 + 2

T−1∑
t=2

yty
′
t + yTy

′
T

)−1


y21 + 2

∑T−1
t=2 y2t + y2T

2
∑T−1

t=1 y2t y
2
t+1


 .

We see that Burg’s estimator gives θ̂0 a different form from Ochi’s estimator. However,

θ1 is estimated as a special case of Ochi’s estimator (7) by setting c1 = c2 = 0.5.

2.3 Yule-Walker estimator The Yule-Walker method is derived by considering the

following expectations

E[y2t y
2
t ] = θ0E[y2t ] + θ1E[y2t y

2
t−1] + E[ξty

2
t ](14)

= θ0µ+ θ1E[y2t y
2
t−1] + V [ξt],

E[y2t y
2
t−1] = θ0E[y2t−1] + θ1E[y2t−1y

2
t−1] + E[ξty

2
t−1](15)

= θ0µ+ θ1E[y2t−1y
2
t−1]

= θ0µ+ θ1E[y2t y
2
t ],

where

µ = E[y2t ] = θ0 + θ1E[y2t−1] + E[ξt] = θ0 + θ1µ.(16)

Hence,

µ =
θ0

1− θ1
, and θ0 = µ(1− θ1).(17)

From (16) and(15), we can see that

θ1 =
E[y2t y

2
t−1]− µ2

E[y2t y
2
t ]− µ2

=
C1

C0
.

That is, θ1 can be estimated by the lag 1 autocorrelation function of the series. Then the

Yule-Walker estimator of the parameters θ = (θ0, θ1)
′ can be obtained by

θ̂YW =




1
T

∑T
t=1 y2t

(
1− Ĉ1

Ĉ0

)

Ĉ1/Ĉ0


 ,(18)
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where Ĉ0 and Ĉ1 are the sample autocovariance functions of y2t for lags 0 and 1, respectively.

Comparing this with Ochi’s estimator (7), we can see that the Yule-Walker estimator of θ1

is a centered version of Ochi∗(1,1).

3 Simulation and results In this section we provide a simulation study for Ochi’s

estimator, the LSE, Burg’s estimator and Yule-Walker estimator for AR(1) models in (1)

and ARCH(1) models in the form (3). The models and parameters used in the simulations

are given in Table 1.

Table 1: Simulation setting
AR(1) ARCH(1)

xt = αxt−1 + ϵt, t ∈ {2, · · · , T} y2t = (θ0 + θ1y
2
t−1)u

2
t , t ∈ {2, · · · , T}

θ0 = 1

α = (0, 0.05, 0.1, · · · , 0.95)′ θ1 ∈ {0, 0.05, 0.1, · · · , 0.5, 0.55 <
√
1/3}

ϵt ∼ iid N(0, 1) ut ∼ iid N(0, 1)
{x1, x2, · · · , xT } {y21 , y22 , . . . , y

2
T }

T ∈ {100, 200, 300, 500, 1000}
Replications of time series sequences N = 1000

c1, c2 ∈ {0, 0.2, 0.5, 0.7, 1}

3.1 Simulation of Ochi’s estimator for AR(1) For model (1) with σ2 = 1 and α as

each of (0, 0.05, 0.1, · · · , 0.95)′, we generate N = 1000 sequences as time series with length

1000. That is, 20 × 1000 sequences of length 1000 are generated. For each sequence, we

consider five different sample sizes T ,

x1, x2, · · · , xT , T ∈ {100, 200, 300, 500, 1000}

and estimate the parameter α by Ochi’s estimator (2) for each T . In the calculation, we

try all 25 pairs of (c1, c2), c1, c2 ∈ {0, 0.2, 0.5, 0.7, 1} for the constants of Ochi’s estimator.

Then, we evaluate the performance of the different pairs (c1, c2) by comparing the resulting

mean square errors (MSEs) for different sample sizes as α changes.

Figure 1 shows a part of the simulation results for T = 100 and T = 200. As expected,

a bigger sample size T gives a smaller MSE, and hence provides a better estimate of α. For

each sample size, MSE is calculated for all 25 pairs of (c1, c2). The MSE curves are plotted

as dashed lines. MSE curves for four special pairs are plotted as solid lines, in red for (0, 0),

green for (0.5, 0.5), blue for (1, 0), and light blue for (1, 1). We see that as α grows, the MSE
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curves decrease.This means that better estimation is obtained when α is bigger. At around

α = 0.5, the MSEs for different pairs of (c1, c2) do not show big differences. When α < 0.4,

the two extreme cases, (c1, c2) = (0, 0) and (c1, c2) = (1, 1), give the biggest and smallest

MSEs, respectively. However, when α > 0.6, these two curves exchange their positions. In

contrast, Burg’s method(Ochi(0.5, 0.5)) and the LSE (Ochi(1,0)) give intermediate MSEs.

In particular, when α is close to 1, Burg’s method is slightly better than the LSE. When

the sample size is large, different pairs of (c1, c2) give only small differences in MSE.

The figures for the variance and squared bias show that as α increases the variance

becomes smaller but the squared bias becomes bigger. In particular, Ochi(1, 1) (the Yule-

Walker estimator) shows the largest squared bias among these methods. We can also see

from the last panel of the figure that the mean of the estimated α is slightly less than the

real α (gray line).

3.2 Simulation of Ochi’s estimator for ARCH(1) We set the true parameters in

model (4) as θ0 = 1 and θ1 ∈ {0, 0.05, 0.1, · · · , 0.5, 0.55 <
√
1/3}, and then we use Ochi’s

estimator (7) to estimate the parameters by simulation with different constants c1, c2 ∈

{0, 0.2, 0.5, 0.7, 1}. For every value of θ1, N = 1000 sequences of length 1000 are generated.

For each sequence, we consider different values of T ;

y21 , y22 , . . . , y
2
T , T ∈ {100, 200, 300, 500, 1000}.

We estimate θ0 and θ1 and then compute the MSEs, variances, and squared biases of the

estimates for each case.

Figure 2 shows the MSE, variance, and squared biase for Ochi’s estimator for estimating

θ0 and θ1. Different colors indicate different lengths of the time series (or sample sizes),

with these sizes T ∈ {100, 200, 300, 500, 1000}. In each panel, for each T , 25 curves obtained

from different pairs of (c1, c2), c1, c2 ∈ {0, 0.2, 0.5, 0.7, 1}, are plotted with respect to θ1.

The first panel shows MSE curves obtained in estimating θ0. The MSE curve obtained

from (c1 = 1, c2 = 1) is plotted as a solid line, and the other 24 MSE curves are plotted

as dashed lines. The graph shows that as the sample size T increases, the corresponding

MSE becomes smaller. For big sample sizes, such as T = 1000, the choice of (c1, c2) makes

almost no difference. In contrast, with smaller sample sizes, there are bigger differences
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Figure 1: Comparison of Ochi(c1, c2) estimators for AR(1) model.

among different pairs of (c1, c2). We also see that (c1, c2) = (1, 1) gives a better estimation

for θ0 than the other pairs do. However, increasing θ1 enlarges MSE and gives worse

estimation of θ0.
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The second panel shows MSE curves in estimating θ1. Comparing this with the first

panel, we see that a similar trend is obtained, except that Ochi∗(c1 = 1, c2 = 1) works

better than the others when θ1 ≤ 0.3; around a θ1 of [0.3, 0.4], the difference of attributable

to (c1, c2) is very small; after that, Ochi∗(c1 = 1, c2 = 1) becomes worse than the others,

and Ochi∗(c1 = 0, c2 = 0) works better, instead. As special cases of Ochi’s estimator,

the LSE (Ochi∗(1, 0)) and Burg’s estimator (Ochi∗(0.5, 0.5)) perform similarly in between

Ochi∗(1, 1) and Ochi∗(0, 0).

Plots of variance and squared biases for both θ0 and θ1 are given in the second and third

rows, respectively in Figure 2. We can see that (c1 = 1, c2 = 1) has better performance

than the other pairs of (c1, c2) for estimating θ0. For θ1, Ochi∗(c1 = 1, c2 = 1) has smaller

variance than with other constants, but its squared bias is bigger.

Since Ochi∗(c1 = 1, c2 = 1) works well in all the cases for estimating θ0, we compare

it with the methods of LSE, Burg and Yule-Walker in Figure 3 by evaluating their MSE,

variance and squared bias curves. In each panel of Figures 3, the results for different sample

sizes are indicated by different colors. For each sample size, four curves with respect to θ1

are plotted, one for each of four different methods. Figure 3 shows that Ochi∗(c1 = 1, c2 = 1)

works well in all the cases for θ0.

The last two graphs in Figure 3 show the means of the estimates, θ̂0 and θ̂1, obtained

with different methods and different sample sizes. In the simulation, the true value of θ0 is

fixed to 1, and the true θ1 takes values from {0, 0.05, 0.1, · · · , 0.55}. We see that when θ1

becomes bigger, the means of the estimates spread from above (with θ̂0) and below (with

θ̂1) the gray lines in the two graphs. That is, θ0 is over estimated and θ1 is under estimated

in the ARCH(1) model. The simulation also shows that, in estimating θ1, Ochi∗(1, 1) and

the Yule-Walker estimator are not exactly the same but their results are particularly close.

3.3 Data with heavy-tailed distributions In time series analysis, data with heavy-

tailed distributions are often of interest. Here, we also evaluate Ochi’s estimator, the LSE,

Burg’s estimator, and the Yule-Walker estimator by simulation when errors ϵt and ut have

t distributions with 4, · · · , 10 degrees of freedom. Since the simulations give similar results,

we show only here the cases of ϵt ∼ iid t(5) for the AR(1) model, and ut ∼ iid t(5) for the

ARCH(1) model.
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For the AR(1) model, Ochi(c1, c2) performs similar to its performance in the case of

ϵt ∼ N(0, 1). This can be seen by comparing Figures 1 and 4.

When ut ∼ iid t(5), among Ochi∗(c1, c2), c1, c2 ∈ {0, 0.2, 0.5, 0.7, 1}, Ochi∗(1, 1) is

better at estimating θ0. For θ1, Ochi∗(1, 1) maintains a small MSE and shows stability, as

seen in the first row of Figure 5. Figure 5 also shows the variance and squared bias for θ̂0

and θ̂1 compared for instances of Ochi∗(c1, c2).

Comparing Ochi∗(1, 1) with the LSE, Burg’s estimator, and the Yule-Walker estimator

in Figure 6, we see that Ochi∗(1, 1) works well in most cases for estimating θ0. In estimating

θ1, from the last panel of Figure 6, we can see that Ochi∗(1, 1) and the Yule-Walker estimator

give similar performance, and this performance is close to that of Burg’s estimator and is

more stable than the LSE.

From the ranges of MSE and mean in Figures 5 and 6, we also see that, for the ARCH(1)

model, estimation of θ0 is difficult when ut has heavy-tailed distributions.

4 Conclusions Ochi’s estimator is examined for estimating the parameters in both AR(1)

and ARCH(1) models. The simulation for AR(1) models shows that Ochi(1,1) ( equivalently

Yule-Walker estimator) works well when α < 0.4, and Ochi(0,0) gives a smaller MSE when

α > 0.6. Around α = 0.5, there is not much difference in MSEs of Ochi(c1, c2). Ochi(1,1)

also has bigger squared biases than the other methods. Ochi(1,0) and Ochi(0.5, 0.5) are the

LSE and Burg’s estimator, respectively. They give intermediate MSE values.

Since ARCH(1) models can be written as a form of AR(1), we introduced Ochi’s esti-

mator to ARCH(1). With different pairs of Ochi parameters (c1, c2), we investigated its

performance by simulation and found that Ochi∗(c1 = 1, c2 = 1) works well for estimating

θ0. Ochi∗(c1 = 1, c2 = 1) performs similarly to the Yule-Walker estimator, having relatively

smaller MSEs than given by the LSE and Burg’s estimator for θ1 < 0.3; when θ1 > 0.4, the

LSE and Burg’s estimator work better.

When the data are heavy-tailed, such as when ϵt ∼ t(5), for AR(1), Ochi’s estimator

robustly estimates α. However, for ARCH(1), from the large MSEs, we see that Ochi’s

estimator gives poor estimation of θ0. The MSEs for θ1 are also big, but much smaller than

those for θ0. Moreover, Ochi∗(1, 1) shows performance similar to the performance of the
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Yule-Walker estimator and Burg’s estimator for θ1.
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CLASS p-wA(s, t) OPERATORS AND RANGE KERNEL

ORTHOGONALITY

T. PRASAD, M. CHŌ, M.H.M RASHID, K. TANAHASHI AND A. UCHIYAMA

Abstract. Let T = U |T | be a polar decomposition of a bounded linear oper-
ator T on a complex Hilbert space with kerU = ker |T |. T is said to be class

p-wA(s, t) if
(
|T ∗|t|T |2s|T ∗|t

) tp
s+t ≥ |T ∗|2tp and |T |2sp ≥

(
|T |s|T ∗|2t|T |s

) sp
s+t

with 0 < p ≤ 1 and 0 < s, t, s+ t ≤ 1. This is a generalization of p-hyponormal
or class A operators. In this paper we prove following assertions. (i) If T is
class p-wA(s, t), then T is normaloid and isoloid. (ii) If T is class p-wA(s, t)
and σ(T ) = {λ}, then T = λ. (iii) If T is class p-wA(s, t), then T is finite
and the range of generalized derivation δT : B(H) � X → TX −XT ∈ B(H)
is orthogonal to its kernel. (iv) If S is class p-wA(s, t), T ∗ is an invertible
p-wA(t, s) operator and X is a Hilbert-Schmidt operator such that SX = XT ,
then S∗X = XT ∗.

Dedicated to the memory of Professor Takayuki Furuta with deep gratitude.

1. Introduction and Preliminaries

Let B(H) denote the algebra of all bounded linear operators on a complex Hilbert
space H and let ker(T ), ran(T ) and σ(T ) denote the kernel, the range and the
spectrum of T ∈ B(H), respectively. Recall that an operator T is said to be
hyponormal if T ∗T ≥ TT ∗. Aluthge [1] defined p-hyponormal operator as (T ∗T )p ≥
(TT ∗)p with p ∈ (0, 1], and he proved many interesting properties of p-hyponormal
operators by using Furuta’s inequality [9]. An invertible operator T is said to be
log-hyponormal if log(T ∗T ) ≥ log(TT ∗). It is known that invertible p-hyponormal
operator is log-hyponormal, but the reverse does not hold by [16]. Moreover, by
using Furuta’s inequality, Furuta, Ito and Yamazaki [10] define class A operator as

|T 2| ≥ |T |2

and class A(k) operator as

(
T ∗|T |2kT

) 1
k+1 ≥ |T |2.

These classes are an extension of p-hyponormal, log-hyponormal operators, and
moreover, class A and class A(k) operator are extended to class wA(s, t) operators
with 0 < s, t as

(1.1)
(
|T ∗|t|T |2s|T ∗|t

) t
s+t ≥ |T ∗|2t

and

(1.2) |T |2s ≥
(
|T |s|T ∗|2t|T |s

) s
s+t .

2010 Mathematics Subject Classification. 47B20, 47A10.
Key words and phrases. class p-wA(s, t), normaloid, isoloid, finite, orthogonality.

1

Received March 27, 2017; revised June 19, 2017

Scientiae Mathematicae Japonicae 82, No.1（2019）（45-55） 45
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In [8], an operator T is said to be class A(s, t) if T satisfies (1.1). However Ito and
Yamazaki [12] proved that (1.1) implies (1.2). This is a striking result. An operator
T is said to be class A(s, t) if T satisfies (1.1). Hence Ito and Yamazaki proved
that class wA(s, t) coincides with class A(s, t). It is known that every invertible
p-hyponormal operator is log-hyponormal, every p-hyponormal, log-hyponormal
operator is class A(s, t) for all 0 < s, t and if T is invertible and class A(s, t) for all
0 < s, t then T is log-hyponormal ([8], [11], [12], [16]).

It is well known that class A(s, t) operators enjoy many interesting properties as
hyponormal operators, for example, Fuglede-Putnam type theorem, Weyl type the-
orem, subscalarity and Putnam’s inequality. Although there are many outstanding
problems which are still open for hyponormal operators, for example, the invariant
subspace problem, investigating new generalizations of hyponormal operators is one
of recent interest in operator theory.

For T ∈ B(H), set |T | = (T ∗T )
1
2 as usual. By taking U |T |x = Tx for x ∈ H

and Ux = 0 for x ∈ ker |T |, T has a unique polar decomposition T = U |T | with
kerU = ker |T |. An operator T is said to be class p-wA(s, t) [15] if

(1.3)
(
|T ∗|t|T |2s|T ∗|t

) tp
s+t ≥ |T ∗|2tp

and

(1.4) |T |2sp ≥
(
|T |s|T ∗|2t|T |s

) sp
s+t

where 0 < p ≤ 1 and 0 < s, t, s + t ≤ 1. In [5], the authors proved that a set of
class p-wA(s, t) operators are increasing for 0 < s, t and decreasing for 0 < p ≤ 1.

Lemma 1.1. [5] If T ∈ B(H) is class p-wA(s, t) and 0 < s ≤ s1, 0 < t ≤ t1, 0 <
p1 ≤ p ≤ 1, then T is class p1-wA(s1, t1).

Ito and Yamazaki [12] proved that (1.1) implies (1.2). However it is not known
that whether (1.3) implies (1.4) or not. Class A(1, 1) is said to be class A and
class A( 12 ,

1
2 ) is said to be w-hyponormal (see [8, 11, 12, 20]). It is known that an

operator T of class A is normaloid, i.e., its spectral radius r(T ) coincides with its
norm ‖T‖. Also, class A operator T are isoloid, i.e., its isolated point of spectrum
σ(T ) is a point spectrum of T . The first aim of this paper is to prove that class
p-wA(s, t) operator is normaloid and isoloid.

Following [19], we say that an operator T ∈ B(H) is finite if

‖I − (TX −XT )‖ ≥ 1

holds for all X ∈ B(H). The above inequality is the starting point of the study
of commutator approximations, a topic with roots in quantum theory [18]. Let B
denote a Banach algebra. Recall that b ∈ B is said to be orthogonal to a ∈ B,
written b ⊥ a, if the inequality

‖a‖ ≤ ‖a+ µb‖

holds for all µ ∈ C. The above definition of orthogonality has natural geometric
meaning, namely, b ⊥ a if and only if the line {a + µb : µ ∈ C} is tangent to the
ball of center zero and radius ‖a‖. If B = H, then the orthogonality means usual
sense 〈a, b〉 = 0.

The generalized derivation δS,T : B(H) → B(H) for S, T ∈ B(H) is defined by
δS,T (X) = SX − XT for X ∈ B(H), and we note δT,T = δT . If the following
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inequality

‖S − (TX −XT )‖ ≥ ‖S‖

holds for all S ∈ ker δT and for all X ∈ B(H), then we say that the range of δT is
orthogonal to the kernel of δT .

Let T ∈ B(H) and let {en} be an orthonormal basis of a Hilbert space H. The
Hilbert-Schmidt norm is given by

‖T‖2 =

( ∞∑
n=1

‖Ten‖2
) 1

2

.

An operator T is said to be a Hilbert-Schmidt operator if ‖T‖2 < ∞ (see [7] for
details). C2(H) denotes a set of all Hilbert-Schmidt operators. For S, T ∈ B(H),
the operator ΓS,T defined as ΓS,T : C2(H) � X → SXT ∈ C2(H) has been studied
in [3]. It is known that |Γ| ≤ ‖S‖‖T‖ and (ΓS,T )

∗X = S∗XT ∗ = ΓS∗,T∗X. For
more information see [3].

In [19], J. P. Williams proved that normal operators and operators with a com-
pact direct summand are finite. S. Mecheri ([13],[14]) extended Williams’s results
to more general classes of operators containing the classes of hyponormal operators
and paranormal operators and studied range kernel orthogonality for these classes.

The second aim of this paper is to prove that (1) class p-wA(s, t) operators with
0 < s+ t ≤ 1, 0 < p ≤ 1 are finite, and (2) if T ∈ B(H) is class p-wA(s, t), then the
range of generalized derivation δT is orthogonal to its kernel, and (3) if S ∈ B(H)
is class p-wA(s, t) and if T ∗ ∈ B(H) is an invertible class p-wA(t, s) operator and
X is a Hilbert-Schmidt operator such that SX = XT , then S∗X = XT ∗.

2. Main Results

We begin with the definition of generalized Aluthge transformation.

Definition 2.1. Let T = U |T | ∈ B(H) be the polar decomposition of T with
kerU = ker |T |. For s, t > 0, the generalized Aluthge transformation T (s, t) of T is
defined by

T (s, t) = |T |sU |T |t.

Hence, we have

T (s, t)∗ = |T |tU∗|T |s.
In [15], the authors proved that if T ∈ B(H) is class p-wA(s, t), then T (s, t) is
ρp
s+t -hyponormal for any ρ ∈ (0,min{s, t}].

Proposition 2.2. Let T ∈ B(H) be class p-wA(s, t) with 0 < p ≤ 1 and 0 <
s, t, s+ t ≤ 1. Then

|T (s, t)|
2tp
s+t ≥ |T |2tp

and

|T |2sp ≥ |T (s, t)∗|
2sp
s+t .

Hence

(2.1) |T (s, t)|
2ρp
s+t ≥ |T |2ρp ≥ |T (s, t)∗|

2ρp
s+t

for any ρ ∈ (0,min{s, t}].
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A complex number λ is said to be an approximate eigenvalue of T if there exists
a sequence {xn} of unit vectors such that

(T − λ)xn → 0 (n → ∞).

Also λ is said to be a joint approximate eigenvalue of T if there exists a sequence
{xn} of unit vectors such that

(T − λ)xn → 0 and (T − λ)∗xn → 0 (n → ∞).

We denote the set of all approximate eigenvalues of T by σa(T ) and denote the set
of all joint approximate eigenvalues of T by σja(T ). We say that λ ∈ σ(T ) belongs
to the (Xia’s) residual spectrum σX

r (T ) of T if (T − λ)H �= H and there exists a
positive number c > 0 such that

‖(T − λ)x‖ ≥ c‖x‖ for x ∈ H.

By the definition, σ(T ) is a disjoint union of σa(T ) and σX
r (T ).

Recently, the following result was proved by M. Chō, M.H.M. Rashid, K. Tana-
hashi and A. Uchiyama [5].

Proposition 2.3. [5] Let T ∈ B(H) be class p-wA(s, t) with 0 < p ≤ 1 and
0 < s, t, s + t ≤ 1. Let reiθ ∈ C with 0 < r and (T − reiθ)xn → 0. Then
(|T | − r)xn, (U − eiθ)xn, (U − eiθ)∗xn, (T − reiθ)∗xn → 0.

Lemma 2.4. Let T = U |T | ∈ B(H) be the polar decomposition of T with kerU =
ker |T | and let Tα = U |T |α with 0 < α. Then

0 ∈ σa(T ) ⇐⇒ 0 ∈ σa(Tα),

0 ∈ σX
r (T ) ⇐⇒ 0 ∈ σX

r (Tα),

0 ∈ σ(T ) ⇐⇒ 0 ∈ σ(Tα).

Proof. Let 0 ∈ σa(T ). Then there exist unit vectors xn such that Txn → 0. Then
|T |xn = U∗U |T |xn = U∗Txn → 0. Hence Tαxn = U |T |αxn → 0 and 0 ∈ σa(Tα).
The converse is similar. Let 0 �∈ σ(T ). Then |T | is invertible and U is unitary.
Hence Tα = U |T |α is invertible and 0 �∈ σ(Tα). The converse is similar. Since σ(T )
is a disjoint union of σa(T ) and σX

r (T ), the proof is completed. �

Theorem 2.5. If T = U |T | ∈ B(H) is class p-wA(s, t) with 0 < p ≤ 1 and
0 < s, t, s+ t ≤ 1 and if Tα = U |T |α with s+ t ≤ α, then

σa(Tα) = {rαeiθ | reiθ ∈ σa(T )},(2.2)

σX
r (Tα) = {rαeiθ | reiθ ∈ σX

r (T )},(2.3)

σ(Tα) = {rαeiθ | reiθ ∈ σ(T )}.(2.4)

Proof. Let T = U |T | be class p-wA(s, t) with 0 < p ≤ 1 and 0 < s, t, s+ t ≤ 1. Let
λ = reiθ ∈ σa(T )\{0} with 0 < r. Then there exists a sequence {xn} of unit vectors
such that (T−reiθ)xn → 0. Hence (T−reiθ)∗xn → 0, (|T |−r)xn → 0, (U−eiθ)xn →
0 and (U−eiθ)∗xn → 0 by Proposition 2.3. Hence λα := rαeiθ ∈ σja(Tα) ⊂ σa(Tα).
Conversely, let µ = r′eφ ∈ σa(Tα) \ {0} with 0 < r′. Then there exists a sequence
unit vectors {xn} such that (Tα − r′eφ)xn → 0. Since Tα is p-wA(s/α, t/α) and
0 < s/α + t/α ≤ 1, we have that µ = r′eφ ∈ σja(Tα) by Proposition 2.3. Hence

µ1/α = (r′)1/αeiφ ∈ σja(T ) ⊂ σa(T ). Therefore

(2.5) σa(Tα) \ {0} = {rαeiθ | reiθ ∈ σa(T )} \ {0}.
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Hence we have (2.2) by Lemma 2.4.
Next we show (2.3). Let λ = reiθ ∈ σX

r (T ) \ {0} with 0 < r. We claim
λα = rαeiθ ∈ σ(Tα).

Assume that λα = rαeiθ �∈ σ(Tα). Let J be a closed interval [1, α] (or [α, 1]) and
let f be an operator valued continuous function f(x) := Tx − rxeiθ (x ∈ J). Then
f(1) is a semi-Fredholm operator with the Fredholm index

ind(f(1)) = dim(ker(T − reiθ))− dim(ker(T − reiθ)∗) ≤ −1,

and f(α) is invertible (so, it is Fredholm with index 0).
We claim that there exists a real number x0 ∈ J such that f(x0) is not semi-

Fredholm. Assume that there exists no such x ∈ J . Since F (J) = {f(x)|x ∈ J}
is connected in the set of all semi-Fredholm operators of H and every operator
in F (J) has the same Fredholm index, we have that f(1) and f(α) have same
Fredholm index. But this is a contradiction.

Since there exists x0 ∈ J such that f(x0) is not semi-Fredholm, we have

rx0eiθ ∈ σ(Tx0
) \ σX

r (Tx0
) = σa(Tx0

).

Since s + t ≤ x0 and 0 < r, we have λ = reiθ ∈ σa(T ) by (2.2). But it is a
contradiction. Hence λα = rαeiθ ∈ σ(Tα).

We claim λα = rαeiθ �∈ σa(Tα). Assume λα = rαeiθ ∈ σa(Tα). Then λ = reiθ ∈
σa(T ) by (2.2). But it is a contradiction. Hence

{rαeiθ | reiθ ∈ σX
r (T ) \ {0}} ⊂ σX

r (Tα) \ {0}.

Similarly we have

{(r′)1/αeiθ | r′eiθ ∈ σX
r (Tα) \ {0}} ⊂ σX

r (T ) \ {0}.

Hence (2.3) holds by Lemma 2.4. Since σ(T ) is a disjoint union of σa(T ) and σX
r (T ),

the proof of (2.4) is completed,
�

The following result was proved by [5] if s+ t = 1 and ρ �= 0.

Theorem 2.6. Let T ∈ B(H) be class p-wA(s, t) with 0 < p ≤ 1 and 0 < s, t, s+t ≤
1. Let reiθ ∈ C with 0 ≤ r. Then

ker(T − reiθ) = ker(T (s, t)− rs+teiθ).

Proof. Assume 0 < r. Let x ∈ ker(T − reiθ). Then |T |x = rx, Ux = eiθx by
Theorem 2.2 of [5]. Hence T (s, t)x = |T |sU |T |tx = rs+teiθx and x ∈ ker(T (s, t) −
rs+teiθ).

Conversely, let x ∈ ker(T (s, t)− rs+teiθ). Since

(2.6) |T (s, t)|
2ρp
s+t ≥ |T |2ρp ≥ |T (s, t)∗|

2ρp
s+t

and T (s, t) is ρp-hyponormal for any ρ ∈ (0,min{s, t}] by Proposition 2.2, we have

T (s, t)∗x = rs+te−iθx

and

|T (s, t)|x = |T (s, t)∗|x = rs+tx

by Theorem 4 of [4]. Then

0 ≤ |T (s, t)|
2ρp
s+t − |T |2ρp ≤ |T (s, t)|

2ρp
s+t − |T (s, t)∗|

2ρp
s+t ,
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and we have

‖
(
|T (s, t)|

2ρp
s+t − |T |2ρp

) 1
2

x‖2 = 〈
(
|T (s, t)|

2ρp
s+t − |T |2ρp

)
x, x〉

≤ 〈
(
|T (s, t)|

2ρp
s+t − |T (s, t)∗|

2ρp
s+t

)
x, x〉 = 0.

Hence
(
|T (s, t)|

2ρp
s+t − |T |2ρp

) 1
2

x = 0 and

|T |2ρpx = |T (s, t)|
2ρp
s+tx = r2ρpx.

This implies |T |x = rx. Since

rs+te−iθx = T (s, t)∗x = |T |tU∗|T |sx = rs|T |tU∗x,

we have

T ∗x = |T |1−t|T |tU∗x = |T |1−trte−iθx = re−iθx.

Then

‖(T − reiθ)x‖2 = ‖Tx‖2 − reiθ〈x, Tx〉 − re−iθ〈Tx, x〉+ r2‖x‖2

= ‖|T |x‖2 − reiθ〈T ∗x, x〉 − re−iθ〈x, T ∗x〉+ r2‖x‖2

= (r2 − r2 − r2 + r2)‖x‖2 = 0.

Hence x ∈ ker(T − reiθ).
Assume r = 0. Let x ∈ ker(T ). Then |T |x = 0 and T (s, t)x = |T |sU |T |tx = 0.
Conversely, let x ∈ ker(T (s, t)). Then |T (s, t)|x = 0 and |T |x = 0 by (2.6). Thus

x ∈ ker(T ).
�

Corollary 2.7. If T is class p-wA(s, t) with 0 < p ≤ 1 and 0 < s, t, s+ t ≤ 1, then
T is normaloid.

Proof. Since T (s, t) is ρp
s+t -hyponormal and satisfies

(2.7) |T (s, t)|
2ρp
s+t ≥ |T |2ρp ≥ |T (s, t)∗|

2ρp
s+t

for all ρ ∈ (0,min{s, t}] by Proposition 2.2, we have

σ(T (s, t)) = σ(|T |sU |T |t) = σ(U |T |s+t) = {rs+teiθ | reiθ ∈ σ(T )}

by Lemma 6 of [17] and Theorem 2.5. Since T (s, t) is normaloid, we have

‖|T (s, t)|
2ρp
s+t ‖ = ‖|T (s, t)|‖

2ρp
s+t = ‖T (s, t)‖

2ρp
s+t

= r (T (s, t))
2ρp
s+t =

(
r(T )s+t

) 2ρp
s+t = r(T )2ρp,

and

‖T‖2ρp = ‖|T |‖2ρp = ‖|T |2ρp‖ ≤ ‖|T (s, t)|
2ρp
s+t ‖ = r(T )2ρp

by (2.7). Hence ‖T‖ ≤ r(T ) and therefore ‖T‖ = r(T ). �

Corollary 2.8. If T is class p-wA(s, t) with 0 < p ≤ 1 and 0 < s, t, s+ t ≤ 1, then
T is isoloid.
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Proof. Let reiθ be an isolated point of σ(T ) with 0 ≤ r. Since

σ(T (s, t)) = σ(|T |sU |T |t) = σ(U |T |s+t)

by Lemma 6 of [17] and

σ(U |T |s+t) = {rs+teiθ | reiθ ∈ σ(T )}

by Theorem 2.5, we have rs+teiθ is an isolated point of σ(T (s, t)). We remark
T (s, t) is ρp

s+t -hyponormal for any ρ ∈ (0,min{s, t}] by Proposition 2.2.

Assume reiθ = 0. Since T (s, t) is ρp
s+t -hyponormal, we have E0(s, t) = kerT (s, t)

where E0(s, t) is the Riesz idempotent of T (s, t) for 0 ∈ isoσ(T (s, t)) by Theorem
5 of [6]. Hence there exists non-zero vector x ∈ H such that T (s, t)x = 0. Hence
Tx = 0 by (2.7).

Assume reiθ �= 0. Then

Ers+teiθ (s, t) = ker(T (s, t)− rs+teiθ) = ker((T (s, t)− rs+teiθ)∗)

where Ers+teiθ (s, t) is the Riesz idempotent of T (s, t) for rs+teiθ ∈ isoσ(T (s, t)) by
Theorem 5 of [6]. Hence there exists non-zero vector x ∈ ker(T (s, t)− rs+teiθ) such
that T (s, t)∗x = rs+te−iθx and |T (s, t)|x = |T (s, t)∗|x = rs+tx by Theorem 5 of [6].
Then we have

0 = 〈
(
|T (s, t)|

2ρp
s+t − r2ρp

)
x, x〉 ≥ 〈

(
|T |2ρp − r2ρp

)
x, x〉

≥ 〈
(
|T (s, t)∗|

2ρp
s+t − r2ρp

)
x, x〉 = 0

by (2.7). Hence 〈
(
|T |2ρp − r2rp

)
x, x〉 = 0. Since 0 < ρ ≤ min{s, t} is arbitrary, we

have 〈(|T |ρp − rρp)x, x〉 = 0 by the same arguement. Then

‖ (|T |ρp − rρp)x‖2 = 〈(|T |ρp − rρp)
2
x, x〉

= 〈
(
|T |2ρp − r2ρp

)
x, x〉 − 2rρp〈(|T |ρp − rρp)x, x〉 = 0.

Hence (|T |ρp − rρp)x = 0 and this implies |T |x = rx. Then U∗Ux = U∗U |T |r−1x =
|T |r−1x = x. Since rs+te−iθx = T (s, t)∗x = |T |tU∗|T |sx = |T |tU∗rsx, we have
|T |tU∗x = rte−iθx = |T |te−iθx. Hence

(
U∗ − e−iθ

)
x ∈ ker |T |t = ker |T | = kerU .

Hence U
(
U∗ − e−iθ

)
x = 0 and UU∗x = e−iθUx. Then

U∗x = U∗UU∗x = e−iθU∗Ux = e−iθx

because U∗Ux = x. Then

‖
(
U − eiθ

)
x‖2 = 〈

(
U − eiθ

)
x,

(
U − eiθ

)
x〉

= 〈
(
U − eiθ

)∗ (
U − eiθ

)
x, x〉

= 〈U∗Ux− e−iθ
(
U − eiθ

)
x− eiθ

(
U∗ − e−iθ

)
x− x, x〉

= 〈−e−iθx,
(
U − eiθ

)∗
x〉 = 0.

Hence Ux = eiθx. Thus Tx = U |T |x = reiθx and the proof is completed.
�

Theorem 2.9. Let T ∈ B(H) be a class p-wA(s, t) operator with 0 < p ≤ 1 and
0 < s, t, s+ t ≤ 1 and σ(T ) = {λ}. Then T = λ.
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Proof. Let λ = 0. Since T is normaloid by Corollary 2.7, we have ‖T‖ = r(T ) = 0.
Hence T = 0. Let λ �= 0. Then S := T/λ is class p-wA(s, t) and σ(S) = {1}. Hence
‖S‖ = r(S) = 1 by Corollary 2.7. Since S−1 is class p-wA(t, s) by [17], we have
‖S−1‖ = r(S−1) = 1 by Corollary 2.7. This implies S = 1. Hence T = λ.

�

Theorem 2.10. Let T ∈ B(H) be a class p-wA(s, t) operator with 0 < p ≤ 1 and
0 < s, t, s+ t ≤ 1. Then T is finite.

Proof. We may assume T �= 0. If σ(T ) = {0}, then T = 0 by Theorem 2.9. Hence
σ(T ) �= {0}. Hence T has an approximate point spectrum µ �= 0. Hence there exists
a sequence {xn} of unit vectors such that (T − µ)xn → 0. Then (T − µ)∗xn → 0
by Proposition 2.3. Hence σja(T ) �= ∅ and T ∈ R1 where R1 is a class of all
operators with a one-dimensional reducing subspace. Thus T is finite by Theorem
6 of [19]. �

Remark. The referee pointed us a simple proof of Theorem 2.10, that is, since
T is normaloid by Corollary 2.7, T is finite by Theorem 5 of [19].

Next we consider a generalization of Theorem 2.10; in other words, we show
the range kernel orthogonality of class p-wA(s, t) operator with 0 < p ≤ 1 and
0 < s, t, s+ t ≤ 1 by the method of [14]. We begin with the following lemma.

Lemma 2.11. If T ∈ B(H) is a class p-wA(s, t) operator with 0 < p ≤ 1 and
0 < s, t, s+ t ≤ 1 and if S is a normal operator such that TS = ST , then we have

‖S − (TX −XT )‖ ≥ |µ|
for all µ ∈ σp(S) and for all X ∈ B(H).

Proof. Let Mµ be an eigen space of µ ∈ σp(S). Since S is normal, the Fuglede-
Putnam theorem ensures TS = ST implies S∗T = ST ∗. Hence Mµ reduces both
T and S. Now we write matrix representations of T, S and X as

T =

(
T1 0
0 T2

)
, S =

(
µ 0
0 S2

)
and X =

(
X1 X2

X3 X4

)
.

on H = Mµ ⊕M⊥
µ . Hence we have

S − (TX −XT ) =

(
µ− (T1X1 −X1T1) A

B C

)
.

for some operators A,B and C and so

‖S − (TX −XT )‖ ≥ ‖µ− (T1X1 −X1T1)‖.(2.8)

Since T is a class p-wA(s, t) operator and Mµ is a reducing subspace of T , the
restriction T1 = T |Mµ

is a class p-wA(s, t) operator. Since T1 is finite by Theorem
2.10, we have

‖(T1X1 −X1T1)− µ‖ ≥ ‖T1(
X1

µ
) + (

X1

µ
)T1 − 1‖|µ| ≥ |µ|.(2.9)

From (2.8) and (2.9), we have

‖S − (TX −XT )‖ ≥ |µ|
for all X ∈ B(H). �

The following result due to S.K. Berberian [2] is well known.
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Proposition 2.12. [2] [Berberian technique] Let H be a complex Hilbert space.
Then there exist a Hilbert space K ⊃ H and ψ : B(H) → B(K) such that ψ is an
∗-isometric isomorphism preserving the order satisfying

(i) ψ(T ∗) = ψ(T )∗, ψ(IH) = IK, ψ(αT + βS) = αψ(T ) + βψ(S), ψ(TS) =
ψ(T )ψ(S), ‖ψ(T )‖ = ‖T‖, ψ(T ) ≤ ψ(S) if T ≤ S for all T, S ∈ B(H) and for all
α, β ∈ C.

(ii) σ(T ) = σ(ψ(T )), σa(T ) = σa(ψ(T )) = σp(ψ(T )), where σp(T ) is the point
spectrum of T .

Theorem 2.13. Let T ∈ B(H) be a class p-wA(s, t) operator operator with 0 <
p ≤ 1 and 0 < s, t, s + t ≤ 1, and let S be a normal operator such that TS = ST .
Then

‖S‖ ≤ ‖S − (TX −XT )‖

for all X ∈ B(H).

Proof. By Proposition 2.12, it follows that ψ(S) is normal, ψ(T ) is p-wA(s, t) and
ψ(T )ψ(S) = ψ(S)ψ(T ). Since σp(ψ(S)) = σa(ψ(S)) = σa(S) = σ(S), we have

|µ| ≤ ‖ψ(S)− ψ(T )ψ(X)− ψ(X)ψ(T )‖ = ‖S − (TX −XT )‖

for all µ ∈ σ(S) and for all X ∈ B(H) by Lemma 2.11. Hence

supµ∈σ(S)|µ| = r(S) = ‖S‖ ≤ ‖S − (TX −XT )‖.

This completes the proof. �

Now we prove if S ∈ B(H) is a class p-wA(s, t) operator, T ∗ ∈ B(H) is an
invertible class p-wA(t, s) operator and X ∈ B(H) is a Hilbert-Schmidt operator
such that SX = XT , then S∗X = XT ∗. The following key lemma is necessary for
the proof of theorem 2.15.

Lemma 2.14. Let S, T ∗ ∈ B(H) be class p-wA(s, t) operators with 0 < p ≤ 1
and 0 < s, t, s + t ≤ 1 and let X ∈ B(H) be a Hilbert-Schmidt operator. Then the
operator Γ = ΓS,T : C2(H) � X → SXT ∈ C2(H) is class p-wA(s, t).

Proof. Since Γ∗X = S∗XT ∗, |Γ|X = |S|X|T ∗|, |Γ∗|X = |S∗|X|T |, we have
((

|Γ∗|t|Γ|2s|Γ∗|t
) tp

s+t − |Γ∗|2tp
)
X

=
(
|S∗|t|S|2s|S∗|t

) tp
s+t X

(
|T |t|T ∗|2t|T |t

) tp
s+t − |S∗|2tpX|T |2tp

=
((

|S∗|t|S|2s|S∗|t
) tp

s+t − |S∗|2tp
)
X

(
|T |t|T ∗|2t|T |t

) tp
s+t

+ |S∗|2tpX
((

|T |t|T ∗|2t|T |t
) tp

s+t − |T |2tp
)

and (
|Γ|2sp −

(
|Γ|s|Γ∗|2t|Γ|s

) sp
s+t

)
X

= |S|2spX|T ∗|2sp −
(
|S|s|S∗|2t|S|s

) sp
s+t X

(
|T ∗|s|T |2t|T ∗|s

) sp
s+t

=
(
|S|2sp −

(
|S|s|S∗|2t|S|s

) sp
s+t

)
X|T ∗|2sp

+
(
|S|s|S∗|2t|S|s

) sp
s+t X

(
|T ∗|2sp −

(
|T ∗|s|T |2t|T ∗|s

) sp
s+t

)
.
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Hence |Γ|2sp − (|Γ|s|Γ∗|2t|Γ|s)
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s+t ≥ 0 and (|Γ∗|t|Γ|2t|Γ∗|t)

tp
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[5] M. Chō, M.H.M. Rashid, K. Tanahashi and A. Uchiyama, Spectrum of class p-wA(s, t) op-

erators, Acta Sci. Math. (Szeged), 82 (2016), 641–649.
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Abstract. In this paper, we give a definition of martingale Besov spaces and martin-
gale Triebel-Lizorkin spaces for general filtrations. We investigate several fundamental
properties of these spaces.

1 Introduction The theory of Besov spaces and Triebel-Lizorkin spaces provides us a
unified approach to various important function spaces such as Lp-spaces, Hardy spaces,
BMO spaces, Lipschitz spaces and Sobolev spaces. From such diversity, Besov spaces and
Triebel-Lizorkin spaces are useful in various mathematical branches.

In martingale theory, Chao and Peng [5] gave a definition of Besov spaces and Triebel-
Lizorkin spaces for p-adic martingales and pointed out some fundamental properties of these
spaces. They used martingale Besov spaces for characterization of Schatten-von Neumann
properties of commutators. For general filtrations, Weisz [17] proved duality theorems
among martingale Hardy spaces of q-variations, including the duality between martingale
Hardy spaces and martingale BMO spaces of q-variations. We note that these spaces coin-
cide with martingale Triebel-Lizorkin spaces when the smoothness parameter equals to 0,
and that Weisz’s duality theorem is an early general result on martingale Triebel-Lizorkin
spaces.

In this paper, we give a definition of martingale Besov spaces and martingale Triebel-
Lizorkin spaces for general filtrations. We give proofs for several fundamental properties
of these spaces such as duality, complex interpolation and norm equivalence in a general
framework. We also study some embeddings under additional assumptions on filtrations. It
relates to recent progress of the theory of fractional integral of martingales ([4], [7], [8], [11],
[14]). In fact, we apply our results to the boundedness of fractional integrals of martingales
and obtain some improvement.

The organization of this paper is as follows. In the next section, we give the definition
of martingale Besov-Triebel-Lizorkin spaces for general filtrations and describe our results.
In Section 3, we prove some basic properties of martingale Besov-Triebel-Lizorkin spaces.
In Section 4, we show a duality between martingale Besov-Triebel-Lizorkin spaces. In
Section 5, we study complex interpolation of martingale Besov-Triebel-Lizorkin spaces. In
Section 6, we show a norm equivalence in terms of mean oscillations. In Section 7, we prove
some embedding theorem under additional assumptions on filtrations. Finally in Section 8,
we give an application of our results to the boundedness of fractional integral of martingales.

2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
σ(

∪
n Fn). The expectation operator and the conditional expectation operators relative to

Fn are denoted by E and En, respectively. For simplicity, we use the convention E−1 = 0.
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We say a sequence of measurable functions f = (fn)n≥0 is adapted if fn is Fn-measurable
for every n ≥ 0.

We denote by V the set of all adapted sequence of functions v = (vn)n≥0 satisfying that
v0 = 1 and that there exist constants δ2 ≥ δ1 > 1 such that

(2.1) δ1vn−1 ≤ vn ≤ δ2vn−1 for all n ≥ 1.

By v0 = 1 and (2.1), if (vn)n≥0 ∈ V, then

(2.2) δn
1 ≤ vn ≤ δn

2 for all n ≥ 0

for some δ2 ≥ δ1 > 1. For (vn)n≥0 ∈ V, we use the convention v−1 = v0.
Let (fn)n≥0 be a sequence of integrable functions. We say (fn)n≥0 is a martingale

relative to {Fn}n≥0 if it is adapted and satisfies En[fm] = fn for every n ≤ m. For a
martingale f = (fn)n≥0, let dnf = fn − fn−1 with convention f−1 = 0. We denote by M
the set of all martingales.

For p ∈ [1,∞), let Mp be the set of all Lp-bounded martingales. It is known that,
if p ∈ (1,∞), then any Lp-bounded martingale converges in Lp. Moreover, if f ∈ Lp,
p ∈ [1,∞), then (fn)n≥0 with fn = Enf is in Mp and converges to f in Lp (see for example
[10]). For this reason a function f ∈ L1 and the corresponding martingale (fn)n≥0 with
fn = Enf will be denoted by the same symbol f . Note also that ‖f‖Lp = supn≥0 ‖Enf‖Lp .

We now introduce martingale Besov spaces and martingale Triebel-Lizorkin spaces. Our
definition is a generalization of Chao and Peng’s one in [5].

Definition 2.1. Let p ∈ (0,∞], q ∈ (0,∞], s ∈ R and v = (vn)n≥0 ∈ V. For f = (fn)n≥0 ∈
M, define ‖f‖Bs

pq
= ‖f‖Bs

pq(v) and ‖f‖F s
pq

= ‖f‖F s
pq(v) by

(2.3) ‖f‖Bs
pq

=

( ∞∑
n=0

‖vs
n−1dnf‖q

Lp

)1/q

and ‖f‖F s
pq

=

������

( ∞∑
n=0

|vs
n−1dnf |q

)1/q
������

Lp

respectively if p < ∞ and q < ∞ with convention v−1 = v0 and f−1 = 0.
If p < ∞ and q = ∞, then define

‖f‖Bs
p∞

= sup
n≥0

‖vs
n−1dnf‖Lp

and ‖f‖F s
p∞

=
����sup

n≥0
|vs

n−1dnf |
����

Lp

,

and if p = ∞ and q < ∞, then define

‖f‖Bs
∞q

=

( ∞∑
n=0

‖vs
n−1dnf‖q

L∞

)1/q

and ‖f‖F s
∞q

= sup
n≥0

������
En

[ ∞∑
k=n

|vs
k−1dkf |q

]1/q
������

L∞

,

and if p = q = ∞, then define

‖f‖Bs
∞∞

= sup
n≥0

‖vs
n−1dnf‖L∞ and ‖f‖F s

∞∞
=

����sup
n≥0

|vs
n−1dnf |

����
L∞

respectively with the same convention as in (2.3).
Then, the spaces Bs

pq = Bs
pq(v) and F s

pq = F s
pq(v) are defined by

Bs
pq = {f ∈ M : ‖f‖Bs

pq
< ∞} and F s

pq = {f ∈ M : ‖f‖F s
pq

< ∞}

respectively.
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‖f‖Bs
pq

and ‖f‖F s
pq

are quasi-norms on Bs
pq and F s

pq respectively. We call Bs
pq = Bs

pq(v) a
martingale Besov space associated to v and call F s

pq = F s
pq(v) a martingale Triebel-Lizorkin

space associated to v.
Remark 2.1. For f = (fn)n≥0 ∈ M, the square functions Sn(f), where n ≥ 0, and S(f) are
defined by

Sn(f) =

(
n∑

k=0

|dkf |2
)1/2

and S(f) =

( ∞∑
n=0

|dnf |2
)1/2

with convention f−1 = 0. Then, for p ∈ (0,∞), the martingale Hardy spaces HS
p is defined

by
HS

p = {f ∈ M : ‖S(f)‖p < ∞}.

The space F 0
p2 coincides with HS

p for p ∈ (0,∞). Moreover, if p > 1, then F 0
p2 = HS

p ∼ Lp.
Furthermore, martingale space BMOS−

2 is defined by

BMOS−
2 = {f ∈ M : ‖f‖BMOS−

2
< ∞},

where
‖f‖BMOS−

2
= sup

n≥0
‖En[S(f)2 − Sn−1(f)2]1/2‖∞

with convention S−1(f) = 0. The space F 0
∞2 coincides with BMOS−

2 . For the theory of
martingale Hardy spaces and martingale BMO spaces, we refer to [6], [10] and [16].

For v = (vn)n≥0 ∈ V, define u = (un)n≥0 by un = v−1
n for n ≥ 0. For α ∈ R and

f = (fn)n≥0 ∈ M, define a martingale Iu
αf = ((Iu

αf)n)n≥0 by

(Iu
αf)n =

n∑
k=0

uα
k−1dkf

with convention u−1 = u0, f−1 = 0 and (Iu
αf)−1 = 0.

Our first result is a lifting property of Iu
α. It is a direct consequence of the definition,

but for its importance, we give a proof.

Theorem 2.1. Let v = (vn)n≥0 ∈ V. Define u = (un)n≥0 by un = v−1
n for n ≥ 0.

Let α ∈ R. Then, Iu
α is an isometric isomorphism from Bs

pq to Bs+α
pq and F s

pq to F s+α
pq

respectively for p ∈ (0,∞], q ∈ (0,∞] and s ∈ R.

Proof. Since dn(Iu
αf) = uα

n−1dnf for n ≥ 0, it is clear that Iu
α is a bijection from M to M

with the inverse map Iu
−α. Moreover, we have

(2.4) vs+α
n−1dn(Iu

αf) = vs
n−1dnf for all n ≥ 0.

By (2.4), we have

‖Iu
αf‖Bs+α

pq
= ‖f‖Bs

pq
and ‖Iu

αf‖F s+α
pq

= ‖f‖F s
pq

.

This is the desired conclusion.

Our next result is a duality between martingale Besov-Triebel-Lizorkin spaces. For
p ∈ [1,∞], we denote by p′ the conjugate exponent of p, that is,

p′ =




p/(p − 1) if 1 < p < ∞,
1 if p = ∞,
∞ if p = 1.

We use the notation As
pq to denote either Bs

pq or F s
pq for short.
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Theorem 2.2. Let v = (vn)n≥0 ∈ V, s ∈ R, p ∈ [1,∞) and q ∈ [1,∞). Denote by p′ and q′

the conjugate exponents of p and q respectively. Let (As
pq)

′ denote the topological dual space
of As

pq. Then, (As
pq)

′ is isomorphic to A−s
p′q′ under the pairing (g, f) �→

∑∞
n=0 E[dngdnf ]

with convention g−1 = f−1 = 0. More precisely, there exists a positive constant C depending
only on p and q such that the following (1) and (2) hold:

(1) If g ∈ A−s
p′q′ , then the infinite sum

∑∞
n=0 E[dngdnf ] converges for every f ∈ As

pq.
Moreover, �����

∞∑
n=0

E[dngdnf ]

����� ≤ C‖g‖A−s

p′q′
‖f‖As

pq
(f ∈ As

pq).

(2) Conversely, for each Φ ∈ (As
pq)′, there exists h ∈ A−s

p′q′ such that

Φ(f) =
∞∑

n=0

E[dnhdnf ] (f ∈ As
pq)

and that ‖h‖A−s

p′q′
≤ C‖Φ‖(As

pq)′ .

The proof of Theorem 2.2 is given in Section 4.
Remark 2.2. The duality of the case s = 0 and A = F was proved in [17, Theorem 14 and
17].

Further, we investigate the complex interpolation between martingale Besov-Triebel-
Lizorkin spaces. We recall the definition of the first Calderón’s complex interpolation func-
tor.

Let S = {z ∈ C : 0 ≤ Rez ≤ 1} and S0 = {z ∈ C : 0 < Rez < 1}. Let (A0, A1) be
a compatible couple of Banach spaces. We denote by F(A0, A1) the set of all (A0 + A1)-
valued bounded continuous functions F on S which is holomorphic in S0 and moreover,
t �→ F (j + it) (j = 0, 1) is a function from R into Aj satisfying ‖F (j + it)‖Aj → 0 as
|t| → ∞. As is shown in [2, Lemma 4.1.1], the space F(A0, A1) equipped with the norm

‖F‖F(A0,A1) = max
(

sup
t∈R

‖F (it)‖A0 , sup
t∈R

‖F (1 + it)‖A1

)

is a Banach space.

Definition 2.2. Let (A0, A1) be a compatible couple of Banach spaces. For θ ∈ [0, 1],
define [A0, A1]θ by

[A0, A1]θ = {f ∈ A0 + A1 : f = F (θ) for some F ∈ F(A0, A1)}

equipped with the norm

‖f‖[A0,A1]θ = inf
F (θ)=f

‖F‖F(A0,A1).

We now state our result on complex interpolation of martingale Besov-Triebel-Lizorkin
spaces.

Theorem 2.3. Let v ∈ V, θ ∈ (0, 1), s0, s1 ∈ R and p0, p1, q0, q1 ∈ [1,∞] with min(q0, q1) <
∞. Define s, p and q by

(2.5) s = (1 − θ)s0 + θs1,
1
p

=
1 − θ

p0
+

θ

p1
,

1
q

=
1 − θ

q0
+

θ

q1

with convention 1/∞ = 0. Then, the following (i) and (ii) hold.
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(i) [Bs0
p0q0

, Bs1
p1q1

]θ = Bs
pq with equivalence of norms.

(ii) Assume that 1 < p0, p1 < ∞. Then, [F s0
p0q0

, F s1
p1q1

]θ = F s
pq with equivalence of norms.

The proof of Theorem 2.3 is given in Section 5.
Remark 2.3. In the theory of Besov-Triebel-Lizorkin spaces on Euclidean spaces, the com-
plex interpolation is investigated for p0, p1, q0, q1 ∈ (0,∞] by using the framework of distri-
bution valued analytic functions ([15, Section 2.4.4]) and by using isomorphisms to sequence
spaces ([9, Theorem 9.1]). Since these methods are not known for martingales of general
filtrations, we restrict ourselves to the case where p0, p1, q0, q1 ∈ [1,∞].

In the next section, we will show that if s ∈ (0,∞), p ∈ [1,∞] and q ∈ (0,∞], then
Bs

pq ⊂ Lp and F s
pq ⊂ Lp. Further, in Section 6, we prove the following norm equivalence in

terms of mean oscillations.

Theorem 2.4. Let v ∈ V, s ∈ (0,∞), p ∈ [1,∞] and q ∈ (0,∞]. Let f ∈ Lp and iden-
tify f with the corresponding martingale (fn)n≥0 = (Enf)n≥0. Then, the following norm
equivalence holds:

(2.6) ‖f‖Bs
pq

∼
��(‖vs

n−1En|f − fn−1|‖Lp)n≥0

��
�q

.

Moreover, if 1 < p < ∞ and q ≥ 1, then

(2.7) ‖f‖F s
pq

∼
��‖(vs

n−1En|f − fn−1|)n≥0‖�q

��
Lp

.

Note that we do not need any assumption on {Fn}n≥0 in Theorems 2.1, 2.2, 2.3 and
2.4.

To study embeddings, we need some assumptions on {Fn}n≥0. B ∈ Fn is called an
atom (more precisely a (Fn, P )-atom), if any A ⊂ B with A ∈ Fn satisfies P (A) = P (B)
or P (A) = 0. Below, we assume that

(2.8) every σ-algebra Fn is generated by countable atoms.

We denote by A(Fn) the set of all atoms in Fn. We define Fn-measurable functions bn and
vn by

(2.9) bn =
∑

B∈A(Fn)

P (B)χB , vn = b−1
n .

We also assume that {Fn}n≥0 is regular, that is, there exists R ≥ 2 such that

(2.10) Enf ≤ REn−1f for all n ≥ 1 and non-negative integrable function f .

Further, for the sake of simplicity, we assume that

If B ∈ A(Fn−1), B′ ∈ A(Fn) and B′ ⊂ B,(2.11)
then P (B′) < P (B) for every n ≥ 1.
F0 = {∅,Ω}.(2.12)

If (2.8), (2.10), (2.11) and (2.12) hold, then, by [11, Lemma 3.3],
(

1 +
1
R

)
bn ≤ bn−1 ≤ Rbn

for every n ≥ 1. Hence, we obtain that the sequence v = (vn)n≥0 defined in (2.9) belongs
to V.

As for embeddings, we show the following two theorems. For quasi-normed space X and
Y , we denote by X �→ Y if the identity map from X is a continuous map into Y .
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Theorem 2.5. Suppose that every σ-algebra Fn is generated by countable atoms. Fur-
thermore, assume that {Fn}n≥0 is regular with (2.11) and (2.12). Let v = (vn)n≥0 be the
sequence of functions defined in (2.9). Let s ∈ R, q ∈ (0,∞) and p0, p1 ∈ (0,∞) with
p0 < p1. Let α = 1/p0 − 1/p1. Then,

(2.13) Bs+α
p0q �→ Bs

p1q and F s+α
p0∞ �→ F s

p1q.

Theorem 2.6. Suppose that every σ-algebra Fn is generated by countable atoms. Fur-
thermore, assume that {Fn}n≥0 is regular with (2.11) and (2.12). Let v = (vn)n≥0 be the
sequence of functions defined in (2.9). Let s ∈ R, p ∈ (0,∞) and q ∈ (0,∞]. Let As

pq denote
either Bs

pq or F s
pq. If s > 1/p, then

(2.14) As
pq �→ Bs−1/p

∞∞ .

The proofs of Theorems 2.5 and 2.6 are given in Section 7.
We apply our results to the boundedness of fractional integral for martingales. To

explain this application, we recall the definition of fractional integrals for martingales.

Definition 2.3. Let α ∈ R. Suppose that every σ-algebra Fn is generated by countable
atoms. Let bn be the function defined in (2.9). For a martingale (fn)n≥0, define a martingale
Iαf = ((Iαf)n)n≥0 by

(Iαf)n =
n∑

k=0

bα
k−1dkf

with convention b−1 = b0 and f−1 = 0. If α > 0, then we call Iαf the fractional integral of
f of order α.

Further, we recall the definition of martingale Lipschitz spaces ([16, page 7]). For s > 0
and f ∈ L1, let

‖f‖Λ−
1 (s) = sup

n≥0
sup

B∈A(Fn)

1
P (B)1+s

∫

B

|f(ω) − (En−1f)(ω)| dP (ω)

with convention E−1f = 0. We do not assume E0f = 0, different from [16]. Then define

(2.15) Λ−
1 (s) = {f ∈ L1 : ‖f‖Λ−

1 (s) < ∞}.

We regard Λ−
1 (s) as martingale spaces by the identification f ∈ L1 with the corresponding

martingale (Enf)n≥0.
We now state the application of our results. For two quasi-normed spaces X and Y , we

denote by B(X,Y ) the set of all bounded linear maps from X to Y .

Theorem 2.7. Suppose that every σ-algebra Fn is generated by countable atoms. Fur-
thermore, assume that {Fn}n≥0 is regular with (2.11) and (2.12). Let v = (vn)n≥0 be the
sequence of functions defined in (2.9). Let s ∈ R, p ∈ (0,∞), q ∈ (0,∞) and α ∈ (0,∞). If
α < 1/p, then define p1 by 1/p1 = 1/p − α. Then, the following boundedness holds for the
fractional integral Iα:

Iα ∈ B(F s
p∞, F s

p1q) if α < 1/p,(2.16)

Iα ∈ B(F s
pq, F

s
∞q) if α = 1/p and q ≥ 1,(2.17)

Iα ∈ B(F s
p∞, Bs+α−1/p

∞∞ ) if α > 1/p.(2.18)
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Theorem 2.7 is an extension of the following known fact shown in [4], [11] and [14].
Indeed, we can obtain it as a corollary of Theorem 2.7.

Corollary 2.8. Under the assumptions in Theorem 2.7, the following boundedness holds
for the fractional integral Iα:

Iα ∈ B(HS
p ,HS

p1
) if α < 1/p,(2.19)

Iα ∈ B(HS
p , BMOS−

2 ) if α = 1/p,(2.20)

Iα ∈ B(HS
p , Λ−

1 (α − 1/p)) if α > 1/p.(2.21)

In Section 8, we give proofs of Theorem 2.7 and Corollary 2.8.

3 Some basic properties In this section, we show several basic properties of martingale
Besov spaces and martingale Triebel-Lizorkin spaces.

Proposition 3.1. Let v ∈ V, s ∈ R, p ∈ [1,∞] and q ∈ (0,∞]. Then Bs
pq and F s

pq are
quasi-Banach spaces.

Proof. Let As
pq denote either Bs

pq or F s
pq. Let (f (N))N≥1 be a Cauchy sequence in As

pq. By
(2.2), the sequence (dnf (N))N≥1 is a Cauchy sequence in Lp for every n ≥ 0. Let gn ∈ Lp

be the limit function of the sequence (dnf (N))N≥1. Noting that p ≥ 1, we have En−1gn = 0
for all n ≥ 1. Therefore, the sequence f = (fn)n≥0 defined by fn =

∑n
k=0 gk for n ≥ 0 is

a martingale. Hence, by a standard argument, we have that (f (N))N≥1 converges to f in
As

pq. We obtain the desired conclusion.

Proposition 3.2. Let v ∈ V, s ∈ R, p ∈ (0,∞] and q, q1, q2 ∈ (0,∞].

(1) If p < ∞ and q1 ≤ q2, then

(3.1) Bs
pq1

�→ Bs
pq2

and F s
pq1

�→ F s
pq2

.

(2) For each s ∈ R, p ∈ (0,∞] and q ∈ (0,∞],

(3.2) Bs
p min(p,q) �→ F s

pq �→ Bs
p max(p,q).

Proof. (3.1) is a consequence of the known fact ‖(an)n≥0‖�q2
≤ ‖(an)n≥0‖�q1

for any se-
quence (an)n≥0.

To show (3.2), we first note that

(3.3) Bs
pp = F s

pp,

which is derived from the definition. Furthermore, we recall the following fact for any
sequence of measurable functions (gn)n≥0, which is proved by the use of Minkowski’s in-
equality:

��(‖gn‖Lp)n≥0

��
�q

≤
��‖(gn)n≥0‖�q

��
Lp

if p ≤ q,(3.4)
��(‖gn‖Lp)n≥0

��
�q

≥
��‖(gn)n≥0‖�q

��
Lp

if p ≥ q.(3.5)

We now show (3.2) in case p < ∞. If p ≤ q, then, using (3.3), (3.1) and (3.4), we have (3.2)
as follows:

Bs
p min(p,q) = Bs

pp = F s
pp �→ F s

pq �→ Bs
pq = Bs

p max(p,q).
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Lizorkin spaces for p-adic martingales and pointed out some fundamental properties of these
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Similarly, if p ≥ q, then we have (3.2) as follows:

Bs
p min(p,q) = Bs

pq �→ F s
pq �→ F s

pp = Bs
pp = Bs

p max(p,q).

Thus, we obtain (3.2) in case p < ∞.
If p = ∞ and q < ∞, then we have ‖f‖F s

∞q
≤ ‖f‖Bs

∞q
by the following inequality:

∞∑
k=n

|vs
k−1dkf |q ≤

∞∑
n=0

‖vs
n−1dnf‖q

L∞
= ‖f‖q

Bs
∞q

.

We also have ‖f‖Bs
∞∞

≤ ‖f‖F s
∞q

for q < ∞ by the following inequality:

|vs
n−1dnf |q = En[|vs

n−1dnf |q] ≤ En

[ ∞∑
k=n

|vs
k−1dkf |q

]
≤ ‖f‖q

F s
∞q

.

The proof is completed.

Concerning Theorem 2.4, we show the following proposition.

Proposition 3.3. Let v ∈ V, s > 0, p ∈ [1,∞], and q ∈ (0,∞]. Then,

(3.6) Bs
pq �→ Lp and F s

pq �→ Lp

under the identification of (fn)n≥0 ∈ As
pq with its limit function, where As

pq denote either
Bs

pq or F s
pq.

Proof. By Proposition 3.2, we only have to show that

Bs
p∞ �→ Lp.

Let f = (fn)n≥0 ∈ Bs
p∞. By (2.2), we have

∞∑
n=1

‖dnf‖Lp ≤
∞∑

n=1

δ
−s(n−1)
1 ‖vs

n−1dnf‖Lp ≤
∞∑

n=1

δ
−s(n−1)
1 ‖f‖Bs

p∞
< ∞.

Thus, (fn)n≥0 = (
∑n

k=0 dkf)n≥0 converges in Lp. Denote the limit function by the same
symbol f . Then we have Enf = fn and ‖f‖Lp ≤ 2(1 − δ−s

1 )−1‖f‖Bs
p∞

. The proof is
completed.

4 Proof of Theorem 2.2. In this section, we prove Theorem 2.2. To do this, we need
two lemmas.

Lemma 4.1. Let p ∈ [1,∞] and q ∈ [1,∞]. Let (fn)n≥0 be a sequence of integrable
functions. If 1 ≤ q ≤ p < ∞ or 1 < p ≤ q ≤ ∞, then, there exists a constant Cp,q

depending only on p and q such that
��‖(Enfn)n≥0‖�q

��
Lp

≤ Cp,q

��‖(fn)n≥0‖�q

��
Lp

.

For the proof of Lemma 4.1, we refer to [1, Theorem 3.1].
Remark 4.1. Since ‖Enfn‖Lp ≤ ‖fn‖Lp by Jensen’s inequality for En, it is clear that

��(‖Enfn‖Lp)n≥0

��
�q

≤
��(‖fn‖Lp)n≥0

��
�q

for p ∈ [1,∞] and q ∈ (0,∞].
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Lemma 4.2. Let q ∈ [1,∞). Denote by q′ the conjugate exponent of q. Then, there exists
a positive constant C depending only on q such that the following (1) and (2) hold:

(1) If g ∈ F 0
∞q′ , then the infinite sum

∑∞
n=0 E[dngdnf ] converges for every f ∈ F 0

1q.
Moreover, �����

∞∑
n=0

E[dngdnf ]

����� ≤ C‖g‖F 0
∞q′

‖f‖F 0
1q

(f ∈ F 0
1q).

(2) Conversely, for each Φ ∈ (F 0
1q)

′, there exists g ∈ F 0
∞q′ such that

Φ(f) =
∞∑

n=0

E[dngdnf ] (f ∈ F 0
1q)

and that ‖g‖F 0
∞q′

≤ C‖Φ‖(F 0
1q)′ .

For the proof of Lemma 4.2, we refer to [17, Theorem 17 and Corollary 10].

Remark 4.2. We remark on the difference between our convention and the one in [17]. In
[17, Corollary 10], it was shown the duality between H

Sq

1 = {(fn)n≥0 ∈ F 0
1q : f0 = 0} and

BMO−
q′ = {(fn)n≥0 ∈ F 0

∞q′ : f0 = 0}. For this difference, we note that

f ∈ F 0
1q if and only if f − f0 ∈ H

Sq

1 and f0 ∈ L1,

f ∈ F 0
∞q′ if and only if f − f0 ∈ BMO−

q′ and f0 ∈ L∞

with
‖f‖F 0

1q
∼ ‖f − f0‖F 0

1q
+ ‖f0‖L1 , ‖f‖F 0

∞q′
∼ ‖f − f0‖F 0

∞q′
+ ‖f0‖L∞ ,

where f = (fn)n≥0 and f − f0 = (fn − f0)n≥0.

Proof of Theorem 2.2. The proof below is a modification of the one given in [17, Theo-
rems 14-17], but, to include the Besov space case, we give a proof.

We first prove the case where p ∈ (1,∞). Let g ∈ A−s
p′q′ and f ∈ As

pq. If As
pq = F s

pq, then
using Hölder’s inequality, we have

∞∑
n=0

E [|dngdnf |] = E

[ ∞∑
n=0

|v−s
n−1dngvs

n−1dnf |

]
(4.1)

≤ E
[
‖(v−s

n−1dng)n≥0‖�q′‖(v
s
n−1dnf)n≥0‖�q

]

≤ ‖g‖F−s

p′q′
‖f‖F s

pq
.

If As
pq = Bs

pq, then similarly we have

∞∑
n=0

E [|dngdnf |] =
∞∑

n=0

E
[
|v−s

n−1dngvs
n−1dnf |

]

≤
∞∑

n=0

‖v−s
n−1dng‖Lp′‖vs

n−1dnf‖Lp

≤ ‖g‖B−s

p′q′
‖f‖Bs

pq
.

Therefore, we have obtained (1) in case p ∈ (1,∞).
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We next show (2) in case p ∈ (1,∞). Define Apq by

Apq =
{

�q(Lp) if As
pq = Bs

pq,
Lp(�q) if As

pq = F s
pq.

Let Φ ∈ (As
pq)

′ and let un = v−1
n for n ≥ 0. By Theorem 2.1, the functional f �→ Φ ◦ Iu

s (f)
on A0

pq is bounded. We denote by i : A0
pq → Apq the isometric embedding defined by

i(f) = (dnf)n≥0 (f ∈ A0
pq). Using Hahn-Banach’s theorem, we take Ψ ∈ (Apq)′ such that

‖Ψ‖(Apq)′ = ‖Φ‖(As
pq)′ and that Ψ ◦ i = Φ ◦ Iu

s on A0
pq. Furthermore, using the fact that

(Apq)′ is isometric to Ap′q′ , we take g = (gn)n≥0 ∈ Ap′q′ such that

‖g‖Ap′q′ = ‖Φ‖(As
pq)′ and that Φ(f) =

∞∑
n=0

E[gnvs
n−1dnf ] for f ∈ As

pq.

Then define h = (hn)n≥0 by

hn =
n∑

k=0

vs
k−1(Ekgk − Ek−1gk)

with convention v−1 = v0 and E−1g0 = 0. It is clear that h = (hn)n≥0 is a martingale. If
As

pq = Bs
pq, then by Remark 4.1,
���(‖v−s

n−1dnh‖Lp′ )n≥0

���
�q′

=
���(‖Engn − En−1gn‖Lp′ )n≥0

���
�q′

≤
���(‖Engn‖Lp′ )n≥0

���
�q′

+
���(‖En−1gn‖Lp′ )n≥0

���
�q′

≤ 2
���(‖gn‖Lp′ )n≥0

���
�q′

= 2‖Φ‖(Bs
pq)′ ,

that is, we have h ∈ B−s
p′q′ with ‖h‖B−s

p′q′
≤ 2‖Φ‖(Bs

pq)′ .

Similarly, if As
pq = F s

pq, then by Lemma 4.1,
���‖(v−s

n−1dnh)n≥0‖�q′

���
Lp′

=
���‖(Engn − En−1gn)n≥0‖�q′

���
Lp′

≤
���‖(Engn)n≥0‖�q′

���
Lp′

+
���‖(En−1gn)n≥0‖�q′

���
Lp′

≤ 2Cp′,q′

���‖(gn)n≥0‖�q′

���
Lp′

= 2Cp′,q′‖Φ‖(F s
pq)′ ,

that is, we have h ∈ F−s
p′q′ with ‖h‖F−s

p′q′
≤ 2Cp′,q′‖Φ‖(F s

pq)′ .

Let f ∈ As
pq. Then, by the formal self-adjointness of En, we have

∞∑
n=0

E[dnhdnf ] =
∞∑

n=0

(E[En(vs
n−1gn)dnf ] − E[En−1(vs

n−1gn)dnf ])

=
∞∑

n=0

(E[gnvs
n−1En(dnf)] − E[gnvs

n−1En−1(dnf)])

=
∞∑

n=0

E[gnvs
n−1dnf ] = Φ(f).
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Hence, we have the desired conclusion for the case where p ∈ (1,∞).
For the case where As

pq = Bs
pq with p = 1, we can obtain the desired conclusion by the

same way as in the case where p ∈ (1,∞).
We now give a proof for the case where As

pq = F s
pq with p = 1. Let g ∈ F−s

∞q′ and let
u = (v−1

n )n≥0. Then, by (1) of Lemma 4.2 and Theorem 2.1, we obtain that the infinite
sum

∞∑
n=0

E[dngdnf ] =
∞∑

n=0

E[dn(Iu
s g)dn(Iu

−sf)]

converges and that
�����
∞∑

n=0

E[dngdnf ]

����� ≤ C‖Iu
s g‖F 0

∞q′
‖Iu

−sf‖F 0
1q

= C‖g‖F−s

∞q′
‖f‖F s

1q

for f ∈ F s
1q.

We next show (2). Let Φ ∈ (F s
1q)

′. By Theorem 2.1, Φ ◦ Iu
s belongs to (F 0

1q)
′. Using (2)

of Lemma 4.2, we take g ∈ F 0
∞q′ such that

(4.2) Φ ◦ Iu
s (f̃) =

∞∑
n=0

E[dngdnf̃ ] (f̃ ∈ F 0
1q)

and that ‖g‖F 0
∞q′

≤ C‖Φ ◦ Iu
s ‖(F 0

1q)′ = C‖Φ‖(F s
1q)′ . Let f ∈ F s

1q. We put h = Iu
−sg and

f̃ = Iu
−sf in (4.2). Then, we have ‖h‖F−s

∞q′
≤ C‖Φ‖(F s

1q)′ and

Φ(f) =
∞∑

n=0

E[dn(Iu
s h)dn(Iu

−sf)] =
∞∑

n=0

E[dnhdnf ].

Therefore, we have the desired conclusion for the case where As
pq = F s

pq with p = 1. The
proof is completed.

5 Proof of Theorem 2.3. In this section, we give a proof of Theorem 2.3. For the proof,
we need some lemmas.

For 0 ≤ x ≤ 1 and t ∈ R, let µ0(z, t), µ1(z, t) be the Poisson kernel on S = {0 ≤ Rez ≤
1}, that is,

µj(x + iy, t) =
e−π(t−y) sin πx

sin2 πx + (cos πx − eijπ−π(t−y))2
, j = 0, 1.

Lemma 5.1. Let (A0, A1) be a compatible couple of Banach spaces. Let f ∈ F(A0, A1).
Then, for 0 < θ < 1,

‖f(θ)‖[A0,A1]θ

≤
(

1
1 − θ

∫ ∞

−∞
‖f(it)‖A0µ0(θ, t)dt

)1−θ (
1
θ

∫ ∞

−∞
‖f(1 + it)‖A1µ1(θ, t)dt

)θ

.

For the proof of Lemma 5.1, see [2, Lemma 4.3.2].

Lemma 5.2. Let f be a non-negative bounded measurable function on Ω. Let a, b ∈ R and
let ρ(z) = az + b, z ∈ C. Suppose that either ess inf f > 0 or both a and b are positive.
Then, the map F : S → L∞ defined by F (z) = fρ(z) is holomorphic on S0.
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Abstract. In this paper, we give a definition of martingale Besov spaces and martin-
gale Triebel-Lizorkin spaces for general filtrations. We investigate several fundamental
properties of these spaces.

1 Introduction The theory of Besov spaces and Triebel-Lizorkin spaces provides us a
unified approach to various important function spaces such as Lp-spaces, Hardy spaces,
BMO spaces, Lipschitz spaces and Sobolev spaces. From such diversity, Besov spaces and
Triebel-Lizorkin spaces are useful in various mathematical branches.

In martingale theory, Chao and Peng [5] gave a definition of Besov spaces and Triebel-
Lizorkin spaces for p-adic martingales and pointed out some fundamental properties of these
spaces. They used martingale Besov spaces for characterization of Schatten-von Neumann
properties of commutators. For general filtrations, Weisz [17] proved duality theorems
among martingale Hardy spaces of q-variations, including the duality between martingale
Hardy spaces and martingale BMO spaces of q-variations. We note that these spaces coin-
cide with martingale Triebel-Lizorkin spaces when the smoothness parameter equals to 0,
and that Weisz’s duality theorem is an early general result on martingale Triebel-Lizorkin
spaces.

In this paper, we give a definition of martingale Besov spaces and martingale Triebel-
Lizorkin spaces for general filtrations. We give proofs for several fundamental properties
of these spaces such as duality, complex interpolation and norm equivalence in a general
framework. We also study some embeddings under additional assumptions on filtrations. It
relates to recent progress of the theory of fractional integral of martingales ([4], [7], [8], [11],
[14]). In fact, we apply our results to the boundedness of fractional integrals of martingales
and obtain some improvement.

The organization of this paper is as follows. In the next section, we give the definition
of martingale Besov-Triebel-Lizorkin spaces for general filtrations and describe our results.
In Section 3, we prove some basic properties of martingale Besov-Triebel-Lizorkin spaces.
In Section 4, we show a duality between martingale Besov-Triebel-Lizorkin spaces. In
Section 5, we study complex interpolation of martingale Besov-Triebel-Lizorkin spaces. In
Section 6, we show a norm equivalence in terms of mean oscillations. In Section 7, we prove
some embedding theorem under additional assumptions on filtrations. Finally in Section 8,
we give an application of our results to the boundedness of fractional integral of martingales.

2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
σ(

∪
n Fn). The expectation operator and the conditional expectation operators relative to

Fn are denoted by E and En, respectively. For simplicity, we use the convention E−1 = 0.
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Proof. We first give the proof for the case where ess inf f > 0. Since fρ(z) = f b(fa)z, we
only have to prove in case where ρ(z) = z. Let z ∈ S0 and let h ∈ C \ {0} such that
z + h ∈ S0. By the fundamental theorem of calculus, we have

����
fz+h − fz

h
− fz log f

����
L∞

=

�����fz(log f)2
1
h

∫ h

0

(∫ t

0

fs ds

)
dt

�����
L∞

≤ C|h|,

where C = (1 + ‖f‖2
L∞

){log(‖f−1‖L∞ + ‖f‖L∞)}2. Therefore, we have F ′(z) = fz log f in
L∞.

We next give the proof for the case where both a and b are positive. Since fρ(z) =
fa(z+b/a), we only have to show in case where ρ(z) = z + c with c > 0. Then, as above, we
have

����
fz+c+h − fz+c

h
− fz+c log f

����
L∞

=

�����(f c/2 log f)2
fz

h

∫ h

0

(∫ t

0

fs ds

)
dt

�����
L∞

≤ sup
0≤x≤‖f‖L∞

(xc/2 log x)2(1 + ‖f‖2
L∞

)|h|.

We have the desired conclusion.

Lemma 5.3. Let (cn)∞n=1 be a sequence of positive numbers and α > 0. Then,

∞∑
n=1

cn

(
n∑

k=1

ck

)α−1

≤ 1
min(α, 1)

( ∞∑
n=1

cn

)α

.

For the proof of Lemma 5.3, see [15, Section 2.4.6] and [13, Lemma 2.17].
In the next lemma, we give a dense subspace of Bs

pq and F s
pq. Let Mb be the set of all

martingales (fn)n≥0 which satisfies supn≥0 ‖fn‖L∞ < ∞.
Then define

T = {(fn)n≥0 ∈ Mb : there exists N ≥ 0 such that fn = fN for all n ≥ N} .

Lemma 5.4. Let v ∈ V. Let p ∈ [1,∞], q ∈ [1,∞) and s ∈ R. Then, T is dense in Bs
pq.

Moreover, if p < ∞, then T is also dense in F s
pq.

Proof. We first show that T is dense in F s
pq if p < ∞. Let f = (fn)n≥0 ∈ F s

pq. For N ≥ 0,
let fN = (fn∧N )n≥0 where n ∧ N = min(n, N). Then,

(5.1)

( ∞∑
n=0

|vs
n−1dn(f − fN )|q

)1/q

=

( ∞∑
n=N+1

|vs
n−1dnf |q

)1/q

.

By Lebesgue’s convergence theorem, we have

lim
N→∞

‖f − fN‖F s
pq

= 0.

Therefore, to obtain the conclusion, we only have to show that each fN is approximated by
some sequences in T .
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For R > 0, let g(N,R) = (En[fNχ{|fN |≤R}])n≥0. It is clear that g(N,R) ∈ T . Noting
that vn ≤ δn

2 for some δ2 > 1, we have

( ∞∑
n=0

|vs
n−1dn(fN − g(N,R))|q

)1/q

=

(
N∑

n=0

|vs
n−1dn(fN − g(N,R))|q

)1/q

(5.2)

≤ δNs+

2

(
N∑

n=0

|dn(fN − g(N,R))|q
)1/q

≤ δNs+

2

N∑
n=0

|dn(fN − g(N,R))|

≤ 2δNs+

2

N∑
n=0

En|fNχ{|fN |>R}|

where s+ = max(s, 0). By (5.2), we have

‖fN − g(N,R)‖F s
pq

≤ 2δNs+

2

N∑
n=0

��En|fNχ{|fN |>R}|
��

Lp

≤ 2δNs+

2

N∑
n=0

‖fNχ{|fN |>R}‖Lp .

Since fN ∈ Lp, we have
lim

R→∞
‖fN − g(N,R)‖F s

pq
= 0.

Therefore, we have that T is dense in F s
pq.

We next show that T is dense in Bs
pq. As in (5.1), we have

(5.3)

( ∞∑
n=0

‖vs
n−1dn(f − fN )‖q

Lp

)1/q

=

( ∞∑
n=N+1

‖vs
n−1dnf‖q

Lp

)1/q

.

Note that (5.3) holds even if p = ∞. Then we have

lim
N→∞

‖f − fN‖Bs
pq

= 0.

Similarly, as in (5.2), we have

( ∞∑
n=0

‖vs
n−1dn(fN − g(N,R))‖q

Lp

)1/q

≤ 2δNs+

2

N∑
n=0

‖fNχ{|fN |>R}‖Lp .

Hence, we obtain
lim

R→∞
‖fN − g(N,R)‖Bs

pq
= 0.

Therefore, we have the desired conclusion.

The following is the key lemma for the proof of Theorem 2.3.

Lemma 5.5. Let v ∈ V, θ ∈ (0, 1), s0, s1 ∈ R and p0, p1, q0, q1 ∈ [1,∞]. Define s, p and
q by (2.5) with convention 1/∞ = 0. Then, there exists a positive constant C1 depending
only on p0, p1, q0, q1 and θ such that the following (i) and (ii) hold.
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(i) For each f ∈ T , there exists H ∈ F(Bs0
p0q0

, Bs1
p1q1

) such that

(5.4) ‖H‖F(B
s0
p0q0 ,B

s1
p1q1 ) ≤ C1‖f‖Bs

pq
, H(θ) = f

and that

(5.5) H(z) ∈ T for all z ∈ S and sup
n≥0

sup
z∈S

‖dnH(z)‖L∞ < ∞.

(ii) Assume that 1 < p0, p1 < ∞. Then, for each f ∈ T , there exists H ∈ F(F s0
p0q0

, F s1
p1q1

)
such that

(5.6) ‖H‖F(F
s0
p0q0 ,F

s1
p1q1 ) ≤ C1‖f‖F s

pq
, H(θ) = f

and that (5.5).

Proof. We first show (i). To do this, we introduce functions ρ1, ρ2 and ρ3 defined on C by

ρ1(z) =
(

s
p

p0
− s0

)
(1 − z) +

(
s

p

p1
− s1

)
z,

ρ2(z) =
p

p0
(1 − z) +

p

p1
z,

ρ3(z) =
(

q

q0
− p

p0

)
(1 − z) +

(
q

q1
− p

p1

)
z,

with convention 1/∞ = 0 and ∞/∞ = 1.
Furthermore, define sgn : C → C by

sgn(z) =
{

z/|z| if z �= 0,
0 if z = 0.

Let f ∈ T such that ‖f‖Bs
pq

= 1. For n ≥ 0, z ∈ S and ω ∈ Ω, define gn(z, ω) by

gn(z, ω) = vn−1(ω)ρ1(z)|dnf(ω)|ρ2(z)sgn(dnf(ω))‖vs
n−1dnf‖ρ3(z)

Lp
.

Then, define H(z) = (Hn(z))n≥0 by

(5.7) hn(z) = gn(z) − En−1[gn(z)], Hn(z) =
n∑

k=0

hk(z)

with convention E−1[g0(z)] = 0. H(z) is a martingale for every z ∈ S. Noting that
ρ1(θ) = ρ3(θ) = 0 and ρ2(θ) = 1, we have gn(θ, ω) = dnf(ω) and then have

(5.8) H(θ) = f.

By Lemma 5.2, we obtain that gn is an L∞-valued holomorphic function on S0. More-
over, since f ∈ T and Reρj (j = 1, 2, 3) is bounded on S, we have

(5.9) H(z) ∈ T for all z ∈ S.

Thus, H is a (Bs0
p0q0

+ Bs1
p1q1

)-valued holomorphic function on S0 with

(5.10) sup
n≥0

sup
z∈S

‖dnH(z)‖L∞ ≤ 2 sup
n≥0

sup
z∈S

‖gn(z)‖L∞ < ∞.
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For δ > 0, let Hδ(z) = eδ(z−θ)2H(z). Then, Hδ also satisfies Hδ(θ) = f and (5.5). We
now show that Hδ belongs to F(Bs0

p0q0
, Bs1

p1q1
). For j ∈ {0, 1}, noting that

Reρ1(j + it) = s
p

pj
− sj , Reρ2(j + it) =

p

pj
, Reρ3(j + it) =

q

qj
− p

pj
,

we have
|vsj

n−1gn(j + it)|pj = |vs
n−1dnf |p(‖vs

n−1dnf‖p
Lp

)(qpj/pqj)−1.

Hence, we have
‖vsj

n−1gn(j + it)‖Lpj
= (‖vs

n−1dnf‖Lp)q/qj .

Therefore,

‖H(j + it)‖
B

sj
pjqj

(5.11)

≤
���(‖vsj

n−1gn(j + it)‖Lpj
)n≥0

���
�qj

+
���(‖vsj

n−1En−1[gn(j + it)]‖Lpj
)n≥0

���
�qj

≤ 2
��(‖vs

n−1dnf‖Lp)n≥0

��1/qj

�q
= 2.

By (5.8) and (5.11), we obtain Hδ ∈ F(Bs0
p0q0

, Bs1
p1q1

) with

(5.12) ‖Hδ‖F(B
s0
p0q0 ,B

s1
p1q1 ) ≤ 2max(eδθ2

, eδ(1−θ)2), Hδ(θ) = f.

Thus, by (5.12), (5.9) and (5.10), we obtain (i).
We now show (ii). In this case, we define ρ1, ρ2 and ρ3 by

ρ1(z) =
(

s
q

q0
− s0

)
(1 − z) +

(
s

q

q1
− s1

)
z,

ρ2(z) =
q

q0
(1 − z) +

q

q1
z,

ρ3(z) =
(

p

p0
− q

q0

)
(1 − z) +

(
p

p1
− q

q1

)
z.

Let f ∈ T such that ‖f‖F s
pq

= 1. For n ≥ 0, z ∈ S and ω ∈ Ω, define gn(z, ω) by

gn(z, ω) = vn−1(ω)ρ1(z)|dnf(ω)|ρ2(z)sgn(dnf(ω)) (1 + Gn(ω))ρ3(z)

where Gn(ω) denotes
Gn(ω) = ‖(vk−1(ω)sdkf(ω))0≤k≤n‖�q

.

Then, by the same way as in (5.7), we obtain martingales H(z) = (Hn(z))n≥0 such that
H(θ) = f , H(z) ∈ T for all z ∈ S and that z �→ H(z) is holomorphic from S0 into
F s0

p0q0
+ F s1

p1q1
. Furthermore, Hδ(z) = eδ(z−θ)2H(z) satisfies Hδ(θ) = f and (5.5) for every

δ > 0.
We now show that Hδ belongs to F(F s0

p0q0
, F s1

p1q1
) for every δ > 0. We first show it in

case where q0, q1 < ∞. Since ρ3(θ) = 0, we have ρ3(0)ρ3(1) < 0. We may assume that
ρ3(0) < 0 because the other case is proved by the same way. Note that

Reρ1(j + it) = s
q

qj
− sj , Reρ2(j + it) =

q

qj
, Reρ3(j + it) =

p

pj
− q

qj
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Abstract. In this paper, we give a definition of martingale Besov spaces and martin-
gale Triebel-Lizorkin spaces for general filtrations. We investigate several fundamental
properties of these spaces.

1 Introduction The theory of Besov spaces and Triebel-Lizorkin spaces provides us a
unified approach to various important function spaces such as Lp-spaces, Hardy spaces,
BMO spaces, Lipschitz spaces and Sobolev spaces. From such diversity, Besov spaces and
Triebel-Lizorkin spaces are useful in various mathematical branches.

In martingale theory, Chao and Peng [5] gave a definition of Besov spaces and Triebel-
Lizorkin spaces for p-adic martingales and pointed out some fundamental properties of these
spaces. They used martingale Besov spaces for characterization of Schatten-von Neumann
properties of commutators. For general filtrations, Weisz [17] proved duality theorems
among martingale Hardy spaces of q-variations, including the duality between martingale
Hardy spaces and martingale BMO spaces of q-variations. We note that these spaces coin-
cide with martingale Triebel-Lizorkin spaces when the smoothness parameter equals to 0,
and that Weisz’s duality theorem is an early general result on martingale Triebel-Lizorkin
spaces.

In this paper, we give a definition of martingale Besov spaces and martingale Triebel-
Lizorkin spaces for general filtrations. We give proofs for several fundamental properties
of these spaces such as duality, complex interpolation and norm equivalence in a general
framework. We also study some embeddings under additional assumptions on filtrations. It
relates to recent progress of the theory of fractional integral of martingales ([4], [7], [8], [11],
[14]). In fact, we apply our results to the boundedness of fractional integrals of martingales
and obtain some improvement.

The organization of this paper is as follows. In the next section, we give the definition
of martingale Besov-Triebel-Lizorkin spaces for general filtrations and describe our results.
In Section 3, we prove some basic properties of martingale Besov-Triebel-Lizorkin spaces.
In Section 4, we show a duality between martingale Besov-Triebel-Lizorkin spaces. In
Section 5, we study complex interpolation of martingale Besov-Triebel-Lizorkin spaces. In
Section 6, we show a norm equivalence in terms of mean oscillations. In Section 7, we prove
some embedding theorem under additional assumptions on filtrations. Finally in Section 8,
we give an application of our results to the boundedness of fractional integral of martingales.

2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
σ(

∪
n Fn). The expectation operator and the conditional expectation operators relative to

Fn are denoted by E and En, respectively. For simplicity, we use the convention E−1 = 0.
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for j = 0, 1. Then, by the assumption ρ3(0) < 0, we have

(vs0
n−1|gn(it)|)q0 = (vs

n−1|dnf |)q(1 + Gn)ρ3(0)q0

≤ (vs
n−1|dnf |)qGρ3(0)q0

n

= (vs
n−1|dnf |)q

(
n∑

k=0

(vs
k−1|dkf |)q

)(pq0/qp0)−1

and

(vs1
n−1|gn(1 + it)|)q1 = (vs

n−1|dnf |)q(1 + Gn)ρ3(1)q1

≤ C(vs
n−1|dnf |)q{1 + Gρ3(1)q1

n }

= C(vs
n−1|dnf |)q


1 +

(
n∑

k=0

(vs
k−1|dkf |)q

)(pq1/qp1)−1

 ,

where C is a positive constant depending only on ρ3(1)q1. Using Lemma 5.3 and the
assumption ρ3(0) < 0, which is equivalent to pq0 < qp0, we have

( ∞∑
n=0

(vs0
n−1|gn(it)|)q0

)1/q0

≤




∞∑
n=0

(vs
n−1|dnf |)q

(
n∑

k=0

(vs
k−1|dkf |)q

)(pq0/qp0)−1



1/q0

≤ 1
min((pq0/qp0), 1)




( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q



p/p0

=
qp0

pq0




( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q



p/p0

.

Similarly, we have

( ∞∑
n=0

(vs1
n−1|gn(1 + it)|)q1

)1/q1

(5.13)

≤ C1/q1

( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q1

+ C1/q1




( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q



p/p1

.

Since ‖f‖F s
pq

= 1, we have

�������




( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q




p/pj

�������
Lpj

=

������

( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q
������

p/pj

Lp

= 1

for j = 0, 1. Furthermore, since the assumption ρ3(0) < 0 is equivalent to p/p1 > q/q1, we
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have
������

( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q1
������

Lp1

=

�������




( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q



q/q1
�������

Lp1

≤

�������




( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q



p/p1
�������

qp1/pq1

Lp1

=

������

( ∞∑
n=0

(vs
n−1|dnf |)q

)1/q
������

q/q1

Lp

= 1.

Hence, by Lemma 4.1, we have

‖H(j + it)‖
F

sj
pjqj

(5.14)

=

������

( ∞∑
n=0

(vsj

n−1|hn(j + it)|)qj

)1/qj

������
Lpj

≤

������

( ∞∑
n=0

(vsj

n−1|gn(j + it)|)qj

)1/qj

������
Lpj

+

������

( ∞∑
n=0

(vsj

n−1|En−1[gn(j + it)]|)qj

)1/qj

������
Lpj

≤ (1 + Cpj ,qj )

������

( ∞∑
n=0

(vsj

n−1|gn(j + it)|)qj

)1/qj

������
Lpj

≤ C ′,

where C ′ is a positive constant depending only on p0, p1, q0, q1 and θ. Therefore, we obtain
Hδ ∈ F(F s0

p0q0
, F s1

p1q1
) with

‖Hδ‖F(F
s0
p0q0 ,F

s1
p1q1 ) ≤ C ′ max(eδθ2

, eδ(1−θ)2).

Hence, we have the desired conclusion for the case where q0, q1 < ∞.
For the case where q0 < ∞ and q1 = ∞, we replace (5.13) by

sup
n≥0

|vs1
n−1gn(1 + it)| = sup

n≥0
(1 + Gn)p/p1 ≤ C(1 + ‖(vs

n−1dnf)n≥0‖p/p1
�q

)

where C is a positive constant depending only on p/p1. Furthermore, we replace (5.14) for
j = 1 by

‖H(1 + it)‖F
s1
p1∞

=
����sup

n≥0
vs1

n−1|hn(1 + it)|
����

Lp1

≤ (1 + Cp1,∞)
����sup

n≥0
vs1

n−1|gn(1 + it)|
����

Lp1

≤ C(1 + Cp1,∞)
(

1 +
���‖(vs

n−1dnf)n≥0‖p/p1
�q

���
Lp1

)
≤ C ′.
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Abstract. In this paper, we give a definition of martingale Besov spaces and martin-
gale Triebel-Lizorkin spaces for general filtrations. We investigate several fundamental
properties of these spaces.

1 Introduction The theory of Besov spaces and Triebel-Lizorkin spaces provides us a
unified approach to various important function spaces such as Lp-spaces, Hardy spaces,
BMO spaces, Lipschitz spaces and Sobolev spaces. From such diversity, Besov spaces and
Triebel-Lizorkin spaces are useful in various mathematical branches.

In martingale theory, Chao and Peng [5] gave a definition of Besov spaces and Triebel-
Lizorkin spaces for p-adic martingales and pointed out some fundamental properties of these
spaces. They used martingale Besov spaces for characterization of Schatten-von Neumann
properties of commutators. For general filtrations, Weisz [17] proved duality theorems
among martingale Hardy spaces of q-variations, including the duality between martingale
Hardy spaces and martingale BMO spaces of q-variations. We note that these spaces coin-
cide with martingale Triebel-Lizorkin spaces when the smoothness parameter equals to 0,
and that Weisz’s duality theorem is an early general result on martingale Triebel-Lizorkin
spaces.

In this paper, we give a definition of martingale Besov spaces and martingale Triebel-
Lizorkin spaces for general filtrations. We give proofs for several fundamental properties
of these spaces such as duality, complex interpolation and norm equivalence in a general
framework. We also study some embeddings under additional assumptions on filtrations. It
relates to recent progress of the theory of fractional integral of martingales ([4], [7], [8], [11],
[14]). In fact, we apply our results to the boundedness of fractional integrals of martingales
and obtain some improvement.

The organization of this paper is as follows. In the next section, we give the definition
of martingale Besov-Triebel-Lizorkin spaces for general filtrations and describe our results.
In Section 3, we prove some basic properties of martingale Besov-Triebel-Lizorkin spaces.
In Section 4, we show a duality between martingale Besov-Triebel-Lizorkin spaces. In
Section 5, we study complex interpolation of martingale Besov-Triebel-Lizorkin spaces. In
Section 6, we show a norm equivalence in terms of mean oscillations. In Section 7, we prove
some embedding theorem under additional assumptions on filtrations. Finally in Section 8,
we give an application of our results to the boundedness of fractional integral of martingales.

2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
σ(

∪
n Fn). The expectation operator and the conditional expectation operators relative to

Fn are denoted by E and En, respectively. For simplicity, we use the convention E−1 = 0.
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The rest of the proof is the same as in the case of q0, q1 < ∞. We have the desired conclusion
for the case where q0 < ∞ and q1 = ∞. Similarly, we can prove the case where q0 = ∞ and
q1 < ∞.

We now prove the case where q0 = q1 = ∞. We replace (5.13) by

sup
n≥0

|vsj

n−1gn(j + it)| = sup
n≥0

(1 + Gn)p/pj ≤ C(1 + ‖(vs
n−1dnf)n≥0‖

p/pj

�q
)

where C is a positive constant depending only on p/p0 and p/p1.
Then, we replace (5.14) by

‖H(j + it)‖
F

sj
pj∞

=
����sup

n≥0
v

sj

n−1|hn(j + it)|
����

Lpj

≤ (1 + Cpj ,∞)
����sup

n≥0
v

sj

n−1|gn(j + it)|
����

Lpj

≤ C(1 + Cpj ,∞)
(

1 +
���‖(vs

n−1dnf)n≥0‖
p/pj

�q

���
Lpj

)
≤ C ′.

The rest of the proof is the same as in the case of q0, q1 < ∞. The proof is completed.

We now give the proof of Theorem 2.3.

Proof of Theorem 2.3. Combining θ ∈ (0, 1) and min(q0, q1) < ∞, we have q < ∞. Hence,
combining Lemma 5.4 and Lemma 5.5, we obtain that ‖f‖[B

s0
p0q0 ,B

s1
p1q1 ]θ

≤ C1‖f‖Bs
pq

for all
f ∈ Bs

pq, where C1 is the constant in Lemma 5.5. Similarly, if 1 < p0, p1 < ∞, then we have
‖f‖[F

s0
p0q0 ,F

s1
p1q1 ]θ

≤ C1‖f‖F s
pq

for all f ∈ F s
pq. Therefore, we only have to show the converse

inequality.
We first give a proof for the case of martingale Besov spaces. Let f ∈ [Bs0

p0q0
, Bs1

p1q1
]θ. Let

F ∈ F(Bs0
p0q0

, Bs1
p1q1

) such that F (θ) = f . From the fact ‖dng‖Lpj
≤ C‖g‖

B
sj
pjqj

, where C is

a positive constant independent of g = (gn)n≥0 ∈ M, we have that v
s0(1−z)+s1z
n−1 dnF (z)

belongs to F(Lp0 , Lp1) by a standard argument. Hence, by Lemma 5.1 with the fact
[Lp0 , Lp1 ]θ = Lp ([2, Theorem 5.1.1]), we obtain that

(5.15) ‖vs
n−1dnF (θ)‖Lp ≤ a1−θ

n bθ
n

where

an =
1

1 − θ

∫ ∞

−∞
‖vs0

n−1dnF (it)‖Lp0
µ0(θ, t) dt,

bn =
1
θ

∫ ∞

−∞
‖vs1

n−1dnF (1 + it)‖Lp1
µ1(θ, t) dt.

Using Minkowski’s inequality and the fact that

(5.16)
1

1 − θ

∫ ∞

−∞
µ0(θ, t) dt =

1
θ

∫ ∞

−∞
µ1(θ, t) dt = 1,

we have

‖(an)n≥0‖�q0
≤ 1

1 − θ

∫ ∞

−∞
‖F (it)‖B

s0
p0q0

µ0(θ, t) dt ≤ ‖F‖F(B
s0
p0q0 ,B

s1
p1q1 ),(5.17)

‖(bn)n≥0‖�q1
≤ 1

θ

∫ ∞

−∞
‖F (1 + it)‖B

s1
p1q1

µ1(θ, t) dt ≤ ‖F‖F(B
s0
p0q0 ,B

s1
p1q1 ).
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Therefore, using (5.15), Hölder’s inequality and (5.17), we obtain

‖f‖Bs
pq

= ‖F (θ)‖Bs
pq

=
��(‖vs

n−1dnF (θ)‖Lp)n≥0

��
�q

≤
��(a1−θ

n bθ
n)n≥0

��
�q

≤ ‖(an)n≥0‖1−θ
�q0

‖(bn)n≥0‖θ
�q1

≤ (‖F‖F(B
s0
p0q0 ,B

s1
p1q1 ))

1−θ(‖F‖F(B
s0
p0q0 ,B

s1
p1q1 ))

θ = ‖F‖F(B
s0
p0q0 ,B

s1
p1q1 ).

Thus, we obtain the desired conclusion for the case of martingale Besov spaces.
We next give the proof for the case of martingale Triebel-Lizorkin spaces.
Let f ∈ [F s0

p0q0
, F s1

p1q1
]θ. Let G ∈ F(F s0

p0q0
, F s1

p1q1
) such that G(θ) = f . Let h ∈ T such that

‖h‖F−s

p′q′
= 1. Noting that 1 < p0, p1 < ∞, we use Lemma 5.5 to take H ∈ F(F−s0

p′
0q′

0
, F−s1

p′
1q′

1
)

such that H(θ) = h, ‖H‖F(F
−s0
p′
0q′0

,F
−s1
p′
1q′1

)
≤ C1 and that H satisfies (5.5). Then define

Dh(z) =
∑∞

n=0 E [dnG(z)dnH(z)]. Since H satisfies these conditions mentioned above, we
have that Dh ∈ F(C,C). Moreover, as in (4.1), we have

|Dh(j + it)| ≤ ‖G(j + it)‖
F

sj
pjqj

‖H(j + it)‖
F

−sj

p′
j

q′
j

(5.18)

≤ ‖G‖F(F
s0
p0q0 ,F

s1
p1q1 ) ‖H‖F(F

−s0
p′
0q′0

,F
−s1
p′
1q′1

)

≤ C1‖G‖F(F
s0
p0q0 ,F

s1
p1q1 )

where j = 0, 1. Using Lemma 5.1, (5.18) and (5.16), we obtain that

|Dh(θ)|

≤
(

1
1 − θ

∫ ∞

−∞
|Dh(it)|µ0(θ, t) dt

)1−θ (
1
θ

∫ ∞

−∞
|Dh(1 + it)|µ0(θ, t) dt

)θ

≤ (C1‖G‖F(F
s0
p0q0 ,F

s1
p1q1 ))

1−θ(C1‖G‖F(F
s0
p0q0 ,F

s1
p1q1 ))

θ = C1‖G‖F(F
s0
p0q0 ,F

s1
p1q1 )

for all h ∈ T such that ‖h‖F−s

p′q′
= 1 and for all G ∈ F(F s0

p0q0
, F s1

p1q1
) such that G(θ) = f .

Therefore, we have

(5.19) sup
h∈T :‖h‖

F
−s
p′q′

=1

|Dh(θ)| ≤ C1‖f‖[F
s0
p0q0 ,F

s1
p1q1 ]θ

.

For g = (gn)n≥0 ∈ M and N ≥ 0, let gN = (gn∧N )n≥0, where n ∧ N = min(n,N). Define

(F s
pq)

N = {gN : g ∈ F s
pq}, T N = {gN : g ∈ T }.

Then, it is clear that (F s
pq)

N is a closed subspace of F s
pq. Moreover, by the same way as in

Lemma 5.4, we have that T N is dense in (F−s
p′q′)N , even if q′ = ∞. Hence, by Theorem 2.2

and (5.19), we have

‖fN‖F s
pq

≤ C sup
h∈T N :‖h‖

F
−s
p′q′

=1

|Dh(θ)| ≤ CC1‖f‖[F
s0
p0q0 ,F

s1
p1q1 ]θ

where C and C1 are positive constants in Theorem 2.2 and in Lemma 5.5 respectively. Using
monotone convergence theorem, we obtain

‖f‖F s
pq

= sup
N≥0

‖fN‖F s
pq

≤ CC1‖f‖[F
s0
p0q0 ,F

s1
p1q1 ]θ
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Abstract. In this paper, we give a definition of martingale Besov spaces and martin-
gale Triebel-Lizorkin spaces for general filtrations. We investigate several fundamental
properties of these spaces.

1 Introduction The theory of Besov spaces and Triebel-Lizorkin spaces provides us a
unified approach to various important function spaces such as Lp-spaces, Hardy spaces,
BMO spaces, Lipschitz spaces and Sobolev spaces. From such diversity, Besov spaces and
Triebel-Lizorkin spaces are useful in various mathematical branches.

In martingale theory, Chao and Peng [5] gave a definition of Besov spaces and Triebel-
Lizorkin spaces for p-adic martingales and pointed out some fundamental properties of these
spaces. They used martingale Besov spaces for characterization of Schatten-von Neumann
properties of commutators. For general filtrations, Weisz [17] proved duality theorems
among martingale Hardy spaces of q-variations, including the duality between martingale
Hardy spaces and martingale BMO spaces of q-variations. We note that these spaces coin-
cide with martingale Triebel-Lizorkin spaces when the smoothness parameter equals to 0,
and that Weisz’s duality theorem is an early general result on martingale Triebel-Lizorkin
spaces.

In this paper, we give a definition of martingale Besov spaces and martingale Triebel-
Lizorkin spaces for general filtrations. We give proofs for several fundamental properties
of these spaces such as duality, complex interpolation and norm equivalence in a general
framework. We also study some embeddings under additional assumptions on filtrations. It
relates to recent progress of the theory of fractional integral of martingales ([4], [7], [8], [11],
[14]). In fact, we apply our results to the boundedness of fractional integrals of martingales
and obtain some improvement.

The organization of this paper is as follows. In the next section, we give the definition
of martingale Besov-Triebel-Lizorkin spaces for general filtrations and describe our results.
In Section 3, we prove some basic properties of martingale Besov-Triebel-Lizorkin spaces.
In Section 4, we show a duality between martingale Besov-Triebel-Lizorkin spaces. In
Section 5, we study complex interpolation of martingale Besov-Triebel-Lizorkin spaces. In
Section 6, we show a norm equivalence in terms of mean oscillations. In Section 7, we prove
some embedding theorem under additional assumptions on filtrations. Finally in Section 8,
we give an application of our results to the boundedness of fractional integral of martingales.

2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
σ(

∪
n Fn). The expectation operator and the conditional expectation operators relative to

Fn are denoted by E and En, respectively. For simplicity, we use the convention E−1 = 0.
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for all f ∈ [F s0
p0q0

, F s1
p1q1

]θ. Therefore, we obtain the desired conclusion for the case of
martingale Triebel-Lizorkin spaces. The proof is completed.

6 Proof of Theorem 2.4. In this section, we give a proof of Theorem 2.4.

Proof of Theorem 2.4. Since |dnf | = |En(f − fn−1)| ≤ En|f − fn−1|, we have

‖f‖Bs
pq

≤
��(‖vs

n−1En|f − fn−1|‖Lp)n≥0

��
�q

,

‖f‖F s
pq

≤
��‖(vs

n−1En|f − fn−1|)n≥0‖�q

��
Lp

.

We now show the converse inequalities. Let δ1 be the constant in (2.1). We first show (2.6)
for q = ∞. By (2.1) and the assumption s > 0, we have

(6.1) vs
n−1|f − fn−1| ≤ vs

n−1

∞∑
k=n

|dkf | ≤
∞∑

k=n

δ
s(n−k)
1 |vs

k−1dkf |.

From Jensen’s inequality for En and (6.1), we have

��vs
n−1En|f − fn−1|

��
Lp

≤
��vs

n−1|f − fn−1|
��

Lp
≤

∞∑
k=n

δ
s(n−k)
1 ‖vs

k−1dkf‖Lp ≤
‖f‖Bs

p∞

1 − δ−s
1

.

Therefore, we have (2.6) for q = ∞.
To show (2.7) for q = ∞, let G = supn≥0 vs

n−1|dnf |. Then, by (6.1), we have

vs
n−1En|f − fn−1| ≤

∞∑
k=n

δ
s(n−k)
1 En|vs

k−1dkf | ≤ EnG

1 − δ−s
1

.

Therefore, using Doob’s inequality, we have
����sup

n≥0
vs

n−1En|f − fn−1|
����

Lp

≤ (1 − δ−s
1 )−1

����sup
n≥0

EnG

����
Lp

≤ p

(p − 1)(1 − δ−s
1 )

‖G‖Lp

=
p

(p − 1)(1 − δ−s
1 )

‖f‖F s
p∞

.

Thus, we have (2.7) for q = ∞.
We next show (2.6) for 0 < q < ∞. If q ≤ 1, then we have

∞∑
n=0

( ∞∑
k=n

δ
s(n−k)
1 ‖vs

k−1dkf‖Lp

)q

≤
∞∑

n=0

∞∑
k=n

δ
sq(n−k)
1 ‖vs

k−1dkf‖q
Lp

=
∞∑

k=0

(
k∑

n=0

δ
sq(n−k)
1

)
‖vs

k−1dkf‖q
Lp

≤ (1 − δ−sq
1 )−1

∞∑
k=0

‖vs
k−1dkf‖q

Lp
.
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If 1 < q < ∞, then, denoting by q′ the conjugate exponent of q, we have

∞∑
n=0

( ∞∑
k=n

δ
s(n−k)
1 ‖vs

k−1dkf‖Lp

)q

=
∞∑

n=0

( ∞∑
k=n

δ
s(n−k)/q′

1 δ
s(n−k)/q
1 ‖vs

k−1dkf‖Lp

)q

(6.2)

≤
∞∑

n=0

( ∞∑
k=n

δ
s(n−k)
1

)q/q′
∞∑

k=n

δ
s(n−k)
1 ‖vs

k−1dkf‖q
Lp

= (1 − δ−s
1 )−q/q′

∞∑
k=0

(
k∑

n=0

δ
s(n−k)
1

)
‖vs

k−1dkf‖q
Lp

≤ (1 − δ−s
1 )−q

∞∑
k=0

‖vs
k−1dkf‖q

Lp
.

Therefore, we have

(6.3)
∞∑

n=0

( ∞∑
k=n

δ
s(n−k)
1 ‖vs

k−1dkf‖Lp

)q

≤ Cq
∞∑

k=0

‖vs
k−1dkf‖q

Lp

where C is a positive constant depending only on s, q and δ1. Combining Remark 4.1, (6.3)
and (6.1), we have

( ∞∑
n=0

��vs
n−1En|f − fn−1|

��q

Lp

)1/q

≤

( ∞∑
n=0

��vs
n−1|f − fn−1|

��q

Lp

)1/q

≤ C‖f‖Bs
pq

.

Thus, we obtain (2.6).
We now show (2.7) for 1 ≤ q < ∞. Similarly as in (6.2), we have

(6.4)
∞∑

n=0

( ∞∑
k=n

δ
s(n−k)
1 vs

k−1|dkf |

)q

≤ (1 − δ−s
1 )−q

∞∑
k=0

(vs
k−1|dkf |)q.

Combining (6.1) and (6.4), we have

( ∞∑
n=0

(vs
n−1|f − fn−1|)q

)1/q

≤ (1 − δ−s
1 )−1

( ∞∑
k=0

(vs
k−1|dkf |)q

)1/q

.

Therefore, using Lemma 4.1, we have
������

( ∞∑
n=0

(vs
n−1En|f − fn−1|)q

)1/q
������

Lp

≤ Cp,q

������

( ∞∑
n=0

(vs
n−1|f − fn−1|)q

)1/q
������

Lp

≤ Cp,q

1 − δ−s
1

������

( ∞∑
k=0

(vs
k−1|dkf |)q

)1/q
������

Lp

.

We have the desired conclusion.
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2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
σ(

∪
n Fn). The expectation operator and the conditional expectation operators relative to

Fn are denoted by E and En, respectively. For simplicity, we use the convention E−1 = 0.
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7 Proofs of Theorems 2.5 and 2.6. In this section, we give proofs of Theorems 2.5
and 2.6. As is described in Section 2, we postulate following conditions:

Every σ-algebra Fn is generated by countable atoms.(7.1)
{Fn}n≥0 is regular.(7.2)
If B ∈ A(Fn−1), B′ ∈ A(Fn) and B′ ⊂ B,(7.3)
then P (B′) < P (B) for every n ≥ 1.
F0 = {∅,Ω},(7.4)

where A(Fn) stands for the set of all atoms in Fn. Define Fn-measurable functions bn and
vn by

(7.5) bn =
∑

B∈A(Fn)

P (B)χB , vn = b−1
n .

By [11, Lemma 3.3], bn satisfy

(7.6)
(

1 +
1
R

)
bn ≤ bn−1 ≤ Rbn

where R is the constant in (2.10). Hence, v = (vn)n≥0 in (7.5) belongs to V.
We start with the following lemma.

Lemma 7.1. Let p0, p1 ∈ (0,∞) with p0 < p1. Let n be a non-negative integer. Let
α = 1/p0 − 1/p1. Let f = (fn)n≥0 ∈ M. If dnf ∈ Lp1 , then

(7.7) ‖dnf‖Lp1
≤ Rα‖vα

n−1dnf‖Lp0

with convention v−1 = v0 and f−1 = 0, where R is the constant in (2.10).

Proof. If n = 0, then ‖dnf‖Lp1
= ‖vα

n−1dnf‖Lp0
because d0f is constant and v−1 = v0 = 1

by F0 = {∅,Ω}. Since R ≥ 2, we have (7.7) for n = 0.
For n ≥ 1, let B ∈ A(Fn). Then, since dnf is constant on B, we have

(7.8) ‖χBdnf‖Lp1
= P (B)1/p1‖χBdnf‖L∞ = P (B)1/p1−1/p0‖χBdnf‖Lp0

.

Using (7.8), α = 1/p0 − 1/p1 and vn ≤ Rvn−1, we have

(7.9) ‖χBdnf‖Lp1
= ‖χBvα

ndnf‖Lp0
≤ Rα‖χBvα

n−1dnf‖Lp0
.

Using (7.9), we have

‖dnf‖p1
Lp1

=
∑

B∈A(Fn)

‖χBdnf‖p1
Lp1

≤ Rαp1
∑

B∈A(Fn)

‖χBvα
n−1dnf‖p1

Lp0

≤ Rαp1


 ∑

B∈A(Fn)

‖χBvα
n−1dnf‖p0

Lp0




p1/p0

= Rαp1‖vα
n−1dnf‖p1

Lp0
.

We have the desired conclusion.
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We next show the following lemma.

Lemma 7.2. Let p ∈ (0,∞) and α ∈ (0,∞). Let n be a non-negative integer. Let f ∈ F α
p∞

with ‖f‖F α
p∞

= 1. Then,

|vα
n−1dnf | ≤ R1/pv

1/p
n−1

with convention v−1 = v0 and f−1 = 0, where R is the constant in (2.10).

Proof. Let B ∈ A(Fn). Since vα
n−1dnf is constant on B, we have

χB |vα
n−1dnf | = χB

(
1

P (B)

∫

B

|vα
n−1(ω)dnf(ω)|p dP (ω)

)1/p

≤ χB

P (B)1/p

(∫

Ω

|vα
n−1(ω)dnf(ω)|p dP (ω)

)1/p

≤ χBv1/p
n

(∫

Ω

sup
n≥0

|vα
n−1(ω)dnf(ω)|p dP (ω)

)1/p

≤ χBR1/pv
1/p
n−1‖f‖F α

p∞
= χBR1/pv

1/p
n−1.

The proof is completed.

We now show Theorems 2.5 and 2.6.

Proof of Theorem 2.5. By Theorem 2.1, we only have to give a proof for the case where
s = 0. We first show that

(7.10) ‖f‖B0
p1q

≤ Rα‖f‖Bα
p0q

.

Indeed, using Lemma 7.1, we have (7.10) as follows:

‖f‖B0
p1q

=

( ∞∑
n=0

‖dnf‖q
Lp1

)1/q

≤ Rα

( ∞∑
n=0

‖vα
n−1dnf‖q

Lp0

)1/q

= Rα‖f‖Bα
p0q

.

We next show

(7.11) ‖f‖F 0
p1q

≤ Rα‖f‖F α
p0∞

.

Let f ∈ Fα
p0∞ with ‖f‖F α

p0∞
= 1. Let

F (ω) = sup
n≥0

|vα
n−1(ω)dnf(ω)|, G(ω) =

( ∞∑
n=0

|dnf(ω)|q
)1/q

.

We show

(7.12) G ≤ CF p0/p1

where C is a positive constant depending only on p0, p1, q and R. Indeed, using Lemma 7.2
with p = p0 and α = 1/p0 − 1/p1, we have

|dnf | = v−α
n−1|vα

n−1dnf |

≤ min(v−α
n−1F, v−α

n−1R
1/p0v

1/p0
n−1 )

= min(v−α
n−1F,R1/p0v

1/p1
n−1 ).
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some embedding theorem under additional assumptions on filtrations. Finally in Section 8,
we give an application of our results to the boundedness of fractional integral of martingales.

2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
σ(

∪
n Fn). The expectation operator and the conditional expectation operators relative to

Fn are denoted by E and En, respectively. For simplicity, we use the convention E−1 = 0.
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Therefore, noting the convention v−1 = v0 and the fact (1 + 1/R)vn−1 ≤ vn ≤ Rvn−1, we
have (7.12) as follows:

Gq ≤
∞∑

n=0

min(v−α
n−1F,R1/p0v

1/p1
n−1 )q

≤ 2
∞∑

n=1

min(v−α
n−1F,R1/p0v

1/p1
n−1 )q

≤ 2
∞∑

n=1

1
log(1 + 1/R)

∫ vn

vn−1

min(v−α
n−1F,R1/p0v

1/p1
n−1 )q dt

t

≤ 2
log(1 + 1/R)

∞∑
n=1

∫ vn

vn−1

min(Rαt−αF,R1/p0t1/p1)q dt

t

≤ 2Rq/p0

log(1 + 1/R)

∫ ∞

1

min(t−αF, t1/p1)q dt

t

≤ 2Rq/p0

q log(1 + 1/R)

(
1
α

+ p1

)
F qp0/p1 .

By (7.12), we have

‖f‖F 0
p1q

= ‖G‖Lp1
≤ C‖F‖p0/p1

Lp0
= C‖f‖p0/p1

F α
p0∞

= C.

We have the desired conclusion.

Proof of Theorem 2.6. By Theorem 2.1 and Proposition 3.2, we only have to show B0
p∞ �→

B
−1/p
∞∞ . As in (7.8), we have

‖v−1/p
n−1 dnf‖L∞ ≤ R1/p‖v−1/p

n dnf‖L∞ ≤ R1/p sup
B∈A(Fn)

‖χBdnf‖Lp ≤ R1/p‖f‖B0
p∞

.

We obtain the desired conclusion.

8 Proof of Theorem 2.7 and Corollary 2.8. In this section, we prove Theorem 2.7
and Corollary 2.8. To do this, we need the following John-Nirenberg type lemma.

Lemma 8.1. Let p ∈ (0,∞) and q ∈ [1,∞). Then, the following equivalence holds:

‖f‖F 0
∞q

∼ sup
n≥0

�������
En




( ∞∑
k=n

|dkf |q
)p/q




1/p
�������

L∞

(f ∈ F 0
∞q).

For the proof of Lemma 8.1, we refer to [17, Theorem 2].

Lemma 8.2. Suppose that every σ-algebra Fn is generated by countable atoms. Further-
more, assume that {Fn}n≥0 is regular with (2.11) and (2.12). Let v = (vn)n≥0 be the
sequence of functions defined in (2.9). Let s > 0. Then, Bs

∞∞ = Λ−
1 (s) with equivalent

norms.
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Abstract. In this paper, we give a definition of martingale Besov spaces and martin-
gale Triebel-Lizorkin spaces for general filtrations. We investigate several fundamental
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1 Introduction The theory of Besov spaces and Triebel-Lizorkin spaces provides us a
unified approach to various important function spaces such as Lp-spaces, Hardy spaces,
BMO spaces, Lipschitz spaces and Sobolev spaces. From such diversity, Besov spaces and
Triebel-Lizorkin spaces are useful in various mathematical branches.

In martingale theory, Chao and Peng [5] gave a definition of Besov spaces and Triebel-
Lizorkin spaces for p-adic martingales and pointed out some fundamental properties of these
spaces. They used martingale Besov spaces for characterization of Schatten-von Neumann
properties of commutators. For general filtrations, Weisz [17] proved duality theorems
among martingale Hardy spaces of q-variations, including the duality between martingale
Hardy spaces and martingale BMO spaces of q-variations. We note that these spaces coin-
cide with martingale Triebel-Lizorkin spaces when the smoothness parameter equals to 0,
and that Weisz’s duality theorem is an early general result on martingale Triebel-Lizorkin
spaces.

In this paper, we give a definition of martingale Besov spaces and martingale Triebel-
Lizorkin spaces for general filtrations. We give proofs for several fundamental properties
of these spaces such as duality, complex interpolation and norm equivalence in a general
framework. We also study some embeddings under additional assumptions on filtrations. It
relates to recent progress of the theory of fractional integral of martingales ([4], [7], [8], [11],
[14]). In fact, we apply our results to the boundedness of fractional integrals of martingales
and obtain some improvement.

The organization of this paper is as follows. In the next section, we give the definition
of martingale Besov-Triebel-Lizorkin spaces for general filtrations and describe our results.
In Section 3, we prove some basic properties of martingale Besov-Triebel-Lizorkin spaces.
In Section 4, we show a duality between martingale Besov-Triebel-Lizorkin spaces. In
Section 5, we study complex interpolation of martingale Besov-Triebel-Lizorkin spaces. In
Section 6, we show a norm equivalence in terms of mean oscillations. In Section 7, we prove
some embedding theorem under additional assumptions on filtrations. Finally in Section 8,
we give an application of our results to the boundedness of fractional integral of martingales.

2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
σ(

∪
n Fn). The expectation operator and the conditional expectation operators relative to

Fn are denoted by E and En, respectively. For simplicity, we use the convention E−1 = 0.
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Proof. By Theorem 2.4 and the regularity of {Fn}n≥0, we have

‖f‖Bs
∞∞

∼ sup
n≥0

��vs
n−1En|f − fn−1|

��
L∞

∼ sup
n≥0

‖vs
nEn|f − fn−1|‖L∞

= sup
n≥0

sup
B∈A(Fn)

1
P (B)1+s

∫

B

|f(ω) − (En−1f)(ω)| dP (ω)

= ‖f‖Λ−
1 (s).

We have the desired conclusion.

Proof of Theorem 2.7. We obtain (2.16) and (2.18) from (2.13) and (2.14) respectively. To
show (2.17), let f ∈ F 0

pq and α = 1/p. Noting that |dkIαf | = |bα
k−1dkf | ≤ bα

n−1|dkf | for
k ≥ n and using the regularity of {Fn}n≥0, we have

( ∞∑
k=n

|dkIαf |q
)1/q

≤ bα
n−1

( ∞∑
k=n

|dkf |q
)1/q

≤ Rαbα
n

( ∞∑
k=0

|dkf |q
)1/q

.

Then, for B ∈ A(Fn), we have

E


χB

( ∞∑
k=n

|dkIαf |q
)p/q


 ≤ RαpP (B)αpE


χB

( ∞∑
k=0

|dkf |q
)p/q




≤ RP (B)‖f‖p
F 0

pq

by α = 1/p. Since Fn is generated by A(Fn), this means

(8.1) En




( ∞∑
k=n

|dkIαf |q
)p/q




1/p

≤ Rα‖f‖F 0
pq

.

Combining (8.1), Lemma 8.1 and Theorem 2.1, we obtain the desired conclusion.

Proof of Corollary 2.8. Taking s = 0, q = 2 in (2.16) and combining with the fact Lp(�2) �→
Lp(�∞), we obtain (2.19). Similarly, taking s = 0, q = 2 in (2.17), we obtain (2.20). Taking
s = 0 in (2.18), we obtain (2.21) by Lemma 8.2 and by the fact Lp(�2) �→ Lp(�∞). The
proof is completed.
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gale Triebel-Lizorkin spaces for general filtrations. We investigate several fundamental
properties of these spaces.

1 Introduction The theory of Besov spaces and Triebel-Lizorkin spaces provides us a
unified approach to various important function spaces such as Lp-spaces, Hardy spaces,
BMO spaces, Lipschitz spaces and Sobolev spaces. From such diversity, Besov spaces and
Triebel-Lizorkin spaces are useful in various mathematical branches.

In martingale theory, Chao and Peng [5] gave a definition of Besov spaces and Triebel-
Lizorkin spaces for p-adic martingales and pointed out some fundamental properties of these
spaces. They used martingale Besov spaces for characterization of Schatten-von Neumann
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Hardy spaces and martingale BMO spaces of q-variations. We note that these spaces coin-
cide with martingale Triebel-Lizorkin spaces when the smoothness parameter equals to 0,
and that Weisz’s duality theorem is an early general result on martingale Triebel-Lizorkin
spaces.

In this paper, we give a definition of martingale Besov spaces and martingale Triebel-
Lizorkin spaces for general filtrations. We give proofs for several fundamental properties
of these spaces such as duality, complex interpolation and norm equivalence in a general
framework. We also study some embeddings under additional assumptions on filtrations. It
relates to recent progress of the theory of fractional integral of martingales ([4], [7], [8], [11],
[14]). In fact, we apply our results to the boundedness of fractional integrals of martingales
and obtain some improvement.

The organization of this paper is as follows. In the next section, we give the definition
of martingale Besov-Triebel-Lizorkin spaces for general filtrations and describe our results.
In Section 3, we prove some basic properties of martingale Besov-Triebel-Lizorkin spaces.
In Section 4, we show a duality between martingale Besov-Triebel-Lizorkin spaces. In
Section 5, we study complex interpolation of martingale Besov-Triebel-Lizorkin spaces. In
Section 6, we show a norm equivalence in terms of mean oscillations. In Section 7, we prove
some embedding theorem under additional assumptions on filtrations. Finally in Section 8,
we give an application of our results to the boundedness of fractional integral of martingales.

2 Notations, definitions and results Let (Ω,F , P ) be a probability space. Let {Fn}n≥0

be a filtration, that is, nondecreasing sequence of sub-σ-algebras of F such that F =
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n Fn). The expectation operator and the conditional expectation operators relative to
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Abstract. The pairwise comparisons in AHP (Analytic Hierarchy Process) are made
using a scale list that indicates the importance of one entity over another entity with
respect to a given criteria. Moreover, the pairwise comparison matrix represents the
intensities of the decision maker’s preference between individual pairs of alternatives.
The matrix is usually determined from the 1-point to 9-point scale. Various methods
for paired comparison method have been proposed, making more intuitive and highly
accurate decision making possible. However, the number of pairwise comparisons in-
creases as the number of criteria increases. Therefore, the burden of decision makers
would become heavier.

In this paper, we propose an algorithm for the allocation problem of the burden
and verify the algorithm by using a programming language called Haskell1, which
is specialized in the functional programming. This research contributes not only to
allocation algorithm, but also aids researchers and decision makers in applying the
AHPs effectively.

1 Introduction Pairwise Comparison Method is always used in comparing entities in
pairs, whereby there are more than two entities to evaluate. Because the process of evaluat-
ing is very simple, the pairwise comparison has been broadly used in studies of preference,
precedence and social choice etc.. Methods which utilize pairwise comparison focus on
superiority/inferiority between entities or its differences. Pairwise Comparison Method is
proposed as a typical method in AHP. In 1971, Thomas L. Saaty proposed AHP as a sup-
porting tool for decision making to connect human’s subjective evaluation with reasonable
decision. In AHP, decision maker regards a problem as hierarchy relation of criteria /alter-
natives levels for systematic approaches to problem. As a result, AHP is useful in multiple
criteria problem and in subjective decision-making problem. In real, AHP has been broadly
applied to decision making in business or to consensus building in public works, etc.. How-
ever, AHP uses a great number of pairwise comparisons to calculate numerical weights of
criteria and alternatives in general. While pairwise comparison methods have merits of
simple process and accurate evaluation, many studies have indicated demerits that decision
maker’s comparing burden is heavy if comparing entities increase in Cowan (2001). There
exists similar demerit in AHP because AHP needs to compare with many pairs of criteria
if the number of criteria increases for more exact evaluation. Furthermore, if the number
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of alternatives increases then it is necessary to compare with many pairs of alternatives
for each criterion at a higher level. Han (2014) pointed out the heavy burden of pairwise
comparison in AHP and proposed a method to decrease the value of C.I..

Therefore, in this study we concentrate on the problem of sharing the heavy burden of
pairwise comparison work with multiple decision makers under the assumption of making
consensus building. The problem is transformed into group AHP problem, which is a
necessary consensus building process to solve the problem.

Next, we outline the configuration of the study. Section 2 describes the background and
the objective of the study and treat of past studies. In section 3, we describe basic theory
related to burden sharing of pairwise comparison works. Section 4 considers fair sharing
burden problem and propose efficient solution procedure. Section 5 discusses the conclusion
of the study and subjects in future.

2 Review of Related study During last three decades, many attempts were made in
directing investors so that AHP and Fuzzy are proposed as tools for portfolio optimization
for financial decision making.

Saaty (1980) and Durer et al. (1994) analyzed a complex portfolio system. Furthermore,
to select securities using data envelopment analysis (DEA), Tiryaki (2001) evaluate the
financial performance of companies. Bolster et al. (1995) used AHP to determine investor
suitability, based on age, to select among seven investment securities. The results of their
study showed varying patterns of investment for the different age groups.

Thalheimer and Ali (1979) applied AHP to time series analysis and to portfolio selection
on mutual savings banks to determine the optimal portfolio choice. They opined that an
investor should invest in short-term stocks, risk-less assets, and well diversified investment
to achieve the highest utility from investable fund. Oyatoye et al. (2010) applied AHP
to investment portfolio selection in the banking sector. They underlines the importance
of different criteria, factors and alternatives that are essential to successful investment
decisions in the financial crisis in 2008. We find that each criterion plays an important role
in the portfolio. Nevertheless, the effect of the AHP-portfolio on the total returns is trivial.
Therefore, we determine that the decision maker prefers the government bond to the others.
We also determine that the portfolio generated by AHP accords with the decision maker’s
preference.

3 Background and objective of study For proper number of criteria and alternatives
in case single decision maker, concept of magical number is introduced to be 7 ± 2, as
suggested by Miller (1956).

After that, magical number of 5 to 9 has been changed to number of less than equal to
4 in order to satisfy transitive law as possible in Cowan (2001). In short, proper number of
criteria and alternatives is 3 or 4 in AHP for one decision maker. The number is regarded
as physical limitation of decision maker in this study. Let’s consider an interview test in
entrance examination as an example. If the number of candidates for ranking increases
then candidates will be split into multiple interviewers due to the physical limitation of
interviewer. The ranking is decided by consensus building in meeting. In the above example,
interview time is limited by physical situation of interviewer for one group of candidates.
If proper interview time is given then the necessary numbers of interviewers and interview
rooms are fixed.

In AHP pairwise comparison, decision maker continues to evaluate by referring to scale
list. For example, when he/she considers comparison between alternative A and B, if A is
more important than B then he/she evaluates as corresponding integer from 1 to 9 referred
to scale list. In the contrary case, he/she evaluate as corresponding fraction from 1/1 to 1/9.
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This procedure has different complexity of evaluating from questionaries’ format. In AHP
pairwise comparison, evaluating value is easy to lead into confusion, which results from
violation of transitive law. It is necessary to investigate efficient method such as hybrid
type of using interval and precedence criteria, simultaneously.

In this study, we suppose a decision maker’s physical constraints and focus on sharing
heavy burden of AHP pairwise comparison work with multiple decision makers for improving
process of pairwise comparison. The objective of this study is to propose an efficient solution
procedure to support AHP pairwise comparison with decision maker’s physical limitation
and to investigate what pairwise comparisons should be.

4 Pairwise comparison and combinatorial design theory In this section, we con-
sider a wine-tasting problem as a series of allocation problem. There are 7 wines of different
brands, such as A, B, C, D, E, F, G which are evaluated based on some criteria by an expert
sommelier.

In addition, we suppose a physical constraint of sommelier that they can test only 3
brands. That is, one sommelier can compare in three combinatorial pairs from three types
of wines. The number of all pairs is from seven types of wine. Because one sommelier
can test three pairs of wines, it is necessary to split all pairwise comparisons into seven
sommeliers. All wines are named by A, B, . . ., G and only three types of wines must be
assigned to each sommelier. How to assign all types of wines to seven sommeliers fairly?
The above problem has been studied in the design theory and some methods are proposed
such as cyclic design method. As a result of utilizing cyclic design method, optimal design
is obtained as follows;

{A,B,C}, {A,D,E}, {A,F,G}, {B,D,F}, {B,E,G}, {C,D,G}, {C,E,F}.

In Table 1, we illustrate the above optimal design as matrix, which called incidence
matrix. Titles of row and column are wine and sommelier in matrix, respectively. If there
is a design then 1 is assigned, otherwise 0. As a result, we obtain 7× 7 matrix in Table 1.

Table 1: Incidence matrix of wine and sommelier
wine 1 2 3 4 5 6 7

wine A 1 1 1 0 0 0 0
wine B 1 0 0 1 1 0 0
wine C 1 0 0 0 0 1 1
wine D 0 1 0 1 0 1 0
wine E 0 1 0 0 1 0 1
wine F 0 0 1 1 0 0 1
wine G 0 0 1 0 1 1 0

In incidence matrix, there are three 1 in any column and it means that any sommelier
test three brands of wines. And there are three 1 in any row and it means that any brand
of wines tested by three sommeliers. Furthermore, we know that the matrix reflects all
pairs of wine and sommelier. Partially, the combinatorial design theory traces its origin to
recreational mathematics in middle of 19th century. However, the theory has been activated
and developed by the design of experiments (DOE). It is the start of DOE that R. A. Fisher
studied an agricultural test in Rothamsted in 1919. He introduced terms of plot, treatment,
block and variety to his experiment. These terms and related symbols due to R. A. Fisher
are used as they stand in design theory. For example, symbol of treatment for each plot is
used to denote variety in DOE, which was suggested by Fisher (1937) and Ishii (1972).
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Now we consider representation of design by symbol. The number of treatments is
denoted by v. In the example of wine test, the number of wine brands is denoted by v = 7
and number of sommeliers is b = 7. Next, r denotes the number of blocks for each treatment
and r = 3 in the wine test problem. Symbol k denotes the number of plots for each block
and k = 3 in the wine test problem. Finally, λ denotes the number of blocks in the case
there are any treatment pairs and λ = 1 in the wine test problem. (Table 2)

Table 2: Symbols in wine test problem
plot (k) treatment (v) block (b) r λ

wine test
Sommelier’s
Constraints

Number of
wines

Number of
sommeliers

Number of
Sommeliers
on each wine

One testing

3 7 7 3 1

Under the above setting of notation, (v, b, r, k, λ) is used to describe combinatorial design
problems suggested by Mazur (2010). Note that v, b, r, k must satisfy the following equation:

(1) vC2 = bk = vr.

For instances, wine test problem is expressed by (7, 7, 3, 3, 1) design. The above design prob-
lem is efficiently utilized to sharing heavy burden of comparing work to multiple sommeliers
for the AHP problem constrained by physical limitation of decision maker.

5 Fair sharing problem of burden Suppose the physical limitation k and the number
of wines v are given, the required number of sommeliers b and the number of blocks of each
wine r are determined by (1). Therefore, there exists a fair sharing if and only if

(2)
vC2

k
is integer and v is odd.

In this study, we suppose k = 3, that is, each decision maker can cover with only 3 entities
because of physical limitation. The assumption is based on a minimum number of entities for
testing exactly and there are 3 combinatorial pairwise comparisons. For example, if wines of
{A,B,C} are assigned then decision maker test three pairwise comparison of (A,B), (B,C)
and (A,C). However, there is no meaning to share comparison work when decision maker
test only two wines of {A,B} because there is only one pairwise comparison.

In general, accuracy of AHP pairwise comparison is calculated based on CI (Consistency
Index) and Han (2014) pointed out that the greater the number of options, the greater the
burden of decision-makers by pairwise comparisons.

Table 3 considers wine test problem with 7 wines (v = 7) and 3 physical limitations
(k = 3). There are vC2 = 21 pairwise comparisons for each wine and design of assigning
3 wines to 7 sommeliers (b = 7). In short, sommelier 1 tests 3 wines of {A,B,C} and
compares with 3 pairs of (A,B), (B,C) and (A,C). Figure 4 describes wine test problem
with 9 wines (v = 9) and 3 physical limitations (k = 3). In case 8 wines (v = 8) there
are all pairwise comparisons of vC2 = 8×7

1×2 = 28 and necessary number of sommeliers is
obtained b = 28/3 = 9.33 . . . from the assumption of physical limitation. Therefore, there
is no optimal design because the number of sommeliers is not positive integer.

Now Table 4 describes necessary number of sommeliers and the existence of optimal
design based on situation with 9 wines (v = 9) and 3 physical limitations (k = 3).

Table 5 describes the judgements of existence of design. Column 6, 7 and 8 describe
whether the condition (2) is satified.
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Table 3: All pairwise comparisons and optimal design for fair sharing — Example of 7 wines
constrained to 3 physical limitations

all pairwise comparisons
AB BC CD DE EF FG
AC BD CE DF EG
AD BE CF DG
AE BF CG
AG BG
AF

assignment
sommelier-1:{A,B,C}
sommelier-2:{A,D,E}
sommelier-3:{A,F,G}
sommelier-4:{B,D,F}
sommelier-5:{B,E,G}
sommelier-6:{C,D,G}
sommelier-7:{C,E,F}

Table 4: All pairwise comparisons and optimal design for fair sharing — Example of 9 wines
constrained to 3 physical limitations

all pairwise comparisons
AB BC CD DE EF FG GH HI
AC BD CE DF EG FH GI
AD BE CF DG EH FI
AE BF CG DH EI
AF BG CH DI
AG BH CI
AH BI
AI

assignment
Sommelier-1 :{A,B,C}
Sommelier-2 :{A,D,E}
Sommelier-3 :{A,F,G}
Sommelier-4 :{A,H, I}
Sommelier-5 :{B,D,F}
Sommelier-6 :{B,E,H}
Sommelier-7 :{B,G, I}
Sommelier-8 :{C,D, I}
Sommelier-9 :{C,E,G}
Sommelier-10:{C,F,H}
Sommelier-11:{D,G,H}
Sommelier-12:{E,F, I}

In Figure 1, we list up the optimal design by cyclic method after judging the existence
of design. For detail cyclic method, refer to note of Rosa (1991).

In this study we consider an AHP problem to rank wines. The AHP problem is illustrated
by AHP chart in Figure 1. For simplicity, we suppose that there are wines of less than 10
and one decision maker (sommelier, appraiser) has physical limitation of 3 wines for testing.
For the problem, we propose an efficient algorithm to share heavy testing burden fairly with
multiple tester (sub-sommeliers) based on the combinatorial design theory. It is necessary
to investigate the existence of optimal design and construction of the design for fair burden
sharing. The above AHP problem is revised by add sub-sommeliers layer such as Figure 1.

Solution procedure of fair sharing problem

• Step1: Set the wine test problem to classic AHP chart.

• Step2: Define a physical limitation of decision maker

• Step3: Find necessary number of sub decision makers

• Step4: Apply our algorithm to find optimal design assigning each wine to each sub
decision maker, fairly.
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Table 5: Judgement of existence of design
no. of pairwise
comparison

(t)

required no.
of sommeliers

(b)

Physical
limitation

(k)

no. of wines

(v)

no. of blocks
of each wine

(r)

Final Judgement
(Fairness Condition)

3 1 3 3 1 Passed
6 2 3 4 1.5 Failure
10 3.33 3 5 2 Failure
15 5 3 6 2.5 Failure
21 7 3 7 3 Passed
28 9.33 3 8 3.5 Failure
36 12 3 9 4 Passed
45 15 3 10 4.5 Failure

Selection of Wine

Aroma Color Viscosity Taste Habitate

appraiser(1)

A B C

appraiser(2)

A D E

appraiser(3)

A F G

appraiser(4)

B D F

appraiser(5)

B E G

appraiser(6)

C D G

appraiser(7)

C E F

wine A wine B wine C wine D wine E wine F wine G

Same Weight

Allocation

Merging

Figure 1: Result of assignment in AHP

• Step5: Revise the classic AHP chart by adding layer of sub decision makers

• Step6: Solve the problem by Group AHP

For the above solution procedure, computational complexity and validity are clear based on
theory of combinatorial design and AHP.

6 Theoretical Approach and Methodology Let us consider optimal designs for k = 3
and v = 7. Identifying matrixes which become the same by permutation of their rows, we
have 30 incidence matrixes as in Table 6.

Assume that there are 15 brands of wine (v = 15)

A,B,C,D,E,F,G,H, I, J,K,L,M,N,O.
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Table 6: All incidence matrixes for the case k = 3 and v = 7




1 1 1 0 0 0 0
1 0 0 1 1 0 0
1 0 0 0 0 1 1
0 1 0 1 0 1 0
0 1 0 0 1 0 1
0 0 1 1 0 0 1
0 0 1 0 1 1 0







1 1 1 0 0 0 0
1 0 0 1 1 0 0
1 0 0 0 0 1 1
0 1 0 1 0 0 1
0 1 0 0 1 1 0
0 0 1 1 0 1 0
0 0 1 0 1 0 1







1 1 1 0 0 0 0
1 0 0 1 0 1 0
1 0 0 0 1 0 1
0 1 0 1 1 0 0
0 1 0 0 0 1 1
0 0 1 1 0 0 1
0 0 1 0 1 1 0







1 1 1 0 0 0 0
1 0 0 1 0 1 0
1 0 0 0 1 0 1
0 1 0 1 0 0 1
0 1 0 0 1 1 0
0 0 1 1 1 0 0
0 0 1 0 0 1 1







1 1 1 0 0 0 0
1 0 0 1 0 0 1
1 0 0 0 1 1 0
0 1 0 1 1 0 0
0 1 0 0 0 1 1
0 0 1 1 0 1 0
0 0 1 0 1 0 1







1 1 1 0 0 0 0
1 0 0 1 0 0 1
1 0 0 0 1 1 0
0 1 0 1 0 1 0
0 1 0 0 1 0 1
0 0 1 1 1 0 0
0 0 1 0 0 1 1







1 1 0 1 0 0 0
1 0 1 0 1 0 0
1 0 0 0 0 1 1
0 1 1 0 0 1 0
0 1 0 0 1 0 1
0 0 1 1 0 0 1
0 0 0 1 1 1 0







1 1 0 1 0 0 0
1 0 1 0 1 0 0
1 0 0 0 0 1 1
0 1 1 0 0 0 1
0 1 0 0 1 1 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1







1 1 0 1 0 0 0
1 0 1 0 0 1 0
1 0 0 0 1 0 1
0 1 1 0 1 0 0
0 1 0 0 0 1 1
0 0 1 1 0 0 1
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1 0 1 0 0 0 1
1 0 0 1 0 1 0
0 1 1 1 0 0 0
0 1 0 0 0 1 1
0 0 1 0 1 1 0
0 0 0 1 1 0 1
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1 0 1 0 0 0 1
1 0 0 1 0 1 0
0 1 1 0 0 1 0
0 1 0 1 0 0 1
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creases as the number of criteria increases. Therefore, the burden of decision makers
would become heavier.

In this paper, we propose an algorithm for the allocation problem of the burden
and verify the algorithm by using a programming language called Haskell1, which
is specialized in the functional programming. This research contributes not only to
allocation algorithm, but also aids researchers and decision makers in applying the
AHPs effectively.
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pairs, whereby there are more than two entities to evaluate. Because the process of evaluat-
ing is very simple, the pairwise comparison has been broadly used in studies of preference,
precedence and social choice etc.. Methods which utilize pairwise comparison focus on
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proposed as a typical method in AHP. In 1971, Thomas L. Saaty proposed AHP as a sup-
porting tool for decision making to connect human’s subjective evaluation with reasonable
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natives levels for systematic approaches to problem. As a result, AHP is useful in multiple
criteria problem and in subjective decision-making problem. In real, AHP has been broadly
applied to decision making in business or to consensus building in public works, etc.. How-
ever, AHP uses a great number of pairwise comparisons to calculate numerical weights of
criteria and alternatives in general. While pairwise comparison methods have merits of
simple process and accurate evaluation, many studies have indicated demerits that decision
maker’s comparing burden is heavy if comparing entities increase in Cowan (2001). There
exists similar demerit in AHP because AHP needs to compare with many pairs of criteria
if the number of criteria increases for more exact evaluation. Furthermore, if the number
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Since bk = vC2 = 105, we needs 35 sommeliers. An example of the optimal designs is

{A,B,C}, {A,D,E}, {A,F,G}, {A,H, I}, {A, J,K}, {A,L,M}, {A,N,O},
{B,D,F}, {B,E,G}, {B,H, J}, {B, I,K}, {B,L,N}, {B,M,O}, {C,D,G},
{C,E,F}, {C,H,K}, {C, I, J}, {C,L,O}, {C,M,N}, {D,H,L}, {D, I,M},
{D, J,N}, {D,K,O}, {E,H,M}, {E, I,L}, {E, J,O}, {E,K,N}, {F,H,N},
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It is very troublesome to do this procedure manually. We intend to apply these matrixes

to results of questionnaires and verify the effectiveness of our methods by simulating allo-
cation of the decision-makers. Threfore, we develop a computer program for this purpose.

In this section, we only consider the cases where v and k satisfy the fair sharing condition
(2).

Let W be a finite set with #(W ) = v and b = vC2

k . Optimal design D of W is a set of
subsets of W , such that

1. #(D) = b,

2. #(X) = k for all X ∈ D,

3. #(X ∩ Y ) ≤ 1 for all X, Y ∈ D, X ̸= Y .
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∆ = {D|D ⊂ W ,#(D) = b,#(X ∩ Y ) ≤ 1 for all X,Y ∈ D, X ̸= Y },
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We proceed with our argument on more general assumptions. Suppose a finite set
U = {α, β, . . .} and a symmetric relation ∼ between two elements of U are given.

For a nonnegative integer a and a subset S ⊂ U , we define ∆(S, a) by

∆(S, a) = {A|A ⊂ S,#(A) = a, α ∼ β for all α, β ∈ A,α ̸= β}.

Notice that

∆(S, 0) = {∅}

and if #(S) < a

∆(S, a) = ∅.

Now we assume S ̸= ∅ and a > 0. Choosing α ∈ S arbitrarily, ∆(S, a) is expressed as a
disjoint union as follows:

(3) ∆(S, a) = {A|A ∈ ∆(S, a), A ∋ α} ∪ {A|A ∈ ∆(S, a), A ̸∋ α}.

For a subset T ⊂ U , we define by α ∼ T the subset

α ∼ T = {β|β ∈ T, β ∼ α} .
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Table 7: An example of incidence matrix for the case k = 3 and v = 15




1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 1 1 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 1 1 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 1 1 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 1 0 1 0 1 0 0 0 0 0 0 0 0 0
0 1 0 0 1 0 1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 1 0 1 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 1 0 1 0
0 1 0 0 0 0 0 0 0 0 0 0 1 0 1
0 0 1 1 0 0 1 0 0 0 0 0 0 0 0
0 0 1 0 1 1 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 1 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 1 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 1 0 0 1
0 0 1 0 0 0 0 0 0 0 0 0 1 1 0
0 0 0 1 0 0 0 1 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 1 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 0 0 0 1 0 0 0 1
0 0 0 0 1 0 0 1 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0 1 0 0 1 0 0 0
0 0 0 0 1 0 0 0 0 1 0 0 0 0 1
0 0 0 0 1 0 0 0 0 0 1 0 0 1 0
0 0 0 0 0 1 0 1 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0 1 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0 1 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0 1 0 1 0 0
0 0 0 0 0 0 1 1 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 1 0 0 0 0 1 0
0 0 0 0 0 0 1 0 0 1 0 0 1 0 0
0 0 0 0 0 0 1 0 0 0 1 1 0 0 0
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Then, the first term of the right hand side of (3) is given by

{A|A ∈ ∆(S, a), A ∋ α} = {{α} ∪B|B ∈ ∆(α ∼ (S \ {α}) , a− 1)} ,

since
{A \ {α}|A ∈ ∆(S, a), A ∋ α} = ∆(α ∼ (S \ {α}) , a− 1) .

For the second term of the right hand side of (3), we have

{A|A ∈ ∆(S, a), A ̸∋ α} = ∆(S \ {α}, a) ,

and accordingly

∆(S, a) = {{α} ∪B|B ∈ ∆(α ∼ (S \ {α}) , a− 1)} ∪∆(S \ {α}, a) .

Now we obtain

(4) ∆(S, a) =




{∅} if a = 0,

∅ if #(S) < a,

{{α} ∪B|B ∈ ∆(α ∼ (S \ {α}) , a− 1)} ∪∆(S \ {α}, a) otherwise.

By using the programming language Haskell, the above construction (4) can be easily
translated to a program code as below. That is the reason why we adopt Haskell.

de l t a : : [ Int ] −> Int −> [ [ Int ] ]
d e l t a 0 = [ [ ] ]
d e l t a ss@ ( alpha : sa ) a

| length s s < a = [ ]
| otherwise = (map ( alpha : ) $ de l t a ( alpha \˜ sa ) ( a − 1) )

++
( de l t a sa a )

We present the whole code in Appendix.

7 Concluding Remarks In this study we considered the case where one decision maker
cannot compare all entities due to the heavy burden of pairwise comparison work. The
necessity to allocate the burden to multiple decision makers leads us to the group-AHP
problem. To solve this problem, we proposed an algorithm to generate an incidence matrix
based on combinatorial design theory. For simplicity, our algorithm covers limited cases in
which the fair sharing condition is satisfied. We will discuss more general cases with real
data and verify the efficiency of our method in our further research.

A Source Code Now we present the whole source code.

module Main where

import System . Environment (getArgs )
import Data .Array ( ( ! ) , array , listArray )

generateVector s : : Int −> Int −> [ [ Int ] ]
g enerateVector s v k

| k == 0 = [ replicate v 0 ]
| v == k = [ replicate v 1 ]
| v > k = (map ( 1 : ) $ generateVector s ( v − 1) ( k − 1) )

++
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(map ( 0 : ) $ generateVector s ( v − 1) k )
| otherwise = error ” generateVector s ”

r e l a t i onR : : [ Int ] −> [ Int ] −> Bool
r e l a t i onR w w’ = (sum $ zipWith (∗ ) w w’ ) <= 1

takeTheFirstFromDelta : : Int −> Int −> Int −> [ [ Int ] ]
takeTheFirstFromDelta b v k

= indexesToVectors $ head $ de l t a indexSet b
where

vec t o r s = generateVector s v k
l = length vec t o r s
indexSet = [ 1 . . l ]
indexedVectors = listArray (1 , l ) v e c t o r s
indexesToVectors = map ( indexedVectors ! )

matrixOfR = array (1 , l )
[ (n , q n) | n <− [ 1 . . l ] ]

where
q n = array (n + 1 , l )

[ (m, r n m) | m <− [ n + 1 . . l ] ]
r n m = re la t i onR

( indexedVectors ! n )
( indexedVectors ! m)

a \˜ s = f i l t e r (matrixOfR ! a ! ) s

d e l t a : : [ Int ] −> Int −> [ [ Int ] ]
d e l t a 0 = [ [ ] ]
d e l t a ss@ ( alpha : sa ) a

| length s s < a = [ ]
| otherwise = (map ( alpha : ) $ de l t a ( alpha \˜ sa ) ( a − 1) )

++
( de l t a sa a )

de l t a [ ] = [ ]

readArgs : : [ String ] −> ( Int , Int , Int )
readArgs = p . map read

where
p [ ] = (1 , 3 , 3)
p [ v ] = p [ v , 3 ]
p [ v , k ]

| m == 0 && n == 0 = (b , v , k )
| otherwise = error ” readArgs ”
where

c = v∗(v−1) ‘quot ‘ 2
(b ,m) = c ‘quotRem‘ k
n = c ‘rem ‘ v

p = error ” readArgs ”

main : : IO ( )
main = do

(b , v , k ) <− fmap readArgs getArgs
let s = takeTheFirstFromDelta b v k
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t = foldr1 (zipWith (+)) s
putStrLn $ unlines $ map show s
putStrLn $ show t

Figure 2: Computed result of our algorithm by haskell
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