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ON 0-MINIMAL IDEALS IN A DUAL ORDERED SEMIGROUP WITH
ZERO

Thawhat Changphas, Wichayaporn Jantanan

Abstract. An ordered semigroup S is called a dual ordered semigroup if l(r(L)) = L
for every left ideal L of S and r(l(R)) = R for every right ideal R of S where r(A) and
l(A) denoted the right annihilator and the left annihilator of a nonempty subset A of
S, respectively. The main result of this paper is to show the existence of 0-minimal
ideals of a dual ordered semigroup.

1 Preliminaries Dual ring credited to Baer [1] and Kaplansky [8] have been widely
studied (see [3], [5], [4], [9]). Using only the multiplication properties of the elements of a
ring, Schwarz ([10], [11]) introduced and studied dual semigroups. Let S be a semigroup
with zero 0 and let A be a nonempty subset of S. The left annihilator of A, denoted by
l(A), is defined by l(A) = {x ∈ S | xA = {0}}. Dually, the right annihilator of A, denoted
by r(A), is defined by r(A) = {x ∈ S | Ax = {0}}. The semigroup S is said to be dual if
l(r(L)) = L for all left ideals L of S and r(l(R)) = R for all right ideals R of S. In [11], the
author proved the existence of 0-minimal ideals of a dual semigroup. The purpose of this
paper is to extend the results to ordered semigroups.

A semigroup (S, ·) together with a partial order ≤ on S that is compatible with the
semigroup operation, meaning that for x, y, z ∈ S,

x ≤ y ⇒ zx ≤ zy, xz ≤ yz,

is called an ordered semigroup ([2], [4]). If A, B are nonempty subsets of S, we let

AB = {xy ∈ S | x ∈ A, y ∈ B},
(A] = {x ∈ S | x ≤ a for some a ∈ A}.

If x ∈ S, then we write Ax and xA instead of A{x} and {x}A, respectively.
If A,B are non-empty subsets of an ordered semigroup (S, ·,≤), then it was proved in

[6] that the following conditions hold:

(1) A ⊆ (A];

(2) A ⊆ B ⇒ (A] ⊆ (B];

(3) ((A]] = (A];

(4) (A](B] ⊆ (AB];

(5) (A ∪ B] = (A] ∪ (B];

(6) ((A](B]] = (AB].

2010 Mathematics Subject Classification. 06F05 .
Key words and phrases. semigroup, dual semigroup, ordered semigroup, dual ordered semigroup, left

(right) ideal, 0-minimal ideal, left (right) annihilator .
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2 T. CHANGPHAS AND W. JANTANAN

The concepts of left ideals, right ideals and (two-sided) ideals in an ordered semigroup
have been introduced in [6] as follows: let (S, ·,≤) be an ordered semigroup. A nonempty
subset A of S is called a left ideal of S if

(i) SA ⊆ A;

(ii) if x ∈ A and y ∈ S such that y ≤ x, then y ∈ A.

A nonempty subset A of S is called a right ideal of S if AS ⊆ A and (ii) holds. If A is both
a left and a right ideal of S, then A is called a (two-sided) ideal of S. It is known that, for
x ∈ S, (Sx] is a left ideal of S, (xS] is a right ideal of S and (SxS] is an ideal of S.

An element 0 of an ordered semigroup (S, ·,≤) is called a zero [2] if

(i) 0x = x0 = 0 for all x ∈ S;

(ii) 0 ≤ x for all x ∈ S.

Clearly, {0} is an ideal of S which will be denoted by 0. To exclude the trivial case, if an
ordered semigroup (S, ·,≤) has a zero 0 then we assume that S �= {0}.

Let (S, ·,≤) be an ordered semigroup with zero 0. A left ideal A of S is said to be
0-minimal if {0} �= A and {0} is the only left ideal of S properly contained in A. Similarly,
we define 0-minimal right ideals and 0-minimal two-sided ideals.

Let (S, ·,≤) be an ordered semigroup with zero 0. Analogously to [11], if A is a nonempty
subset of S, then the left annihilator of A, denoted by l(A), is defined by

l(A) = {x ∈ S | xA = 0}.

Dually, the right annihilator of A, denoted by r(A), is defined by

r(A) = {x ∈ S | Ax = 0}.

It is easy to see that l(A)A = 0 and Ar(A) = 0.

Lemma 1.1 Let (S, ·,≤) be an ordered semigroup with zero 0 and A,B nonempty subsets
of S. Then the following statements hold:

(1) l(A) is a left ideal of S and r(A) is a right ideal of S;

(2) A ⊆ r(l(A)), A ⊆ l(r(A));

(3) if A ⊆ B, then l(B) ⊆ l(A) and r(B) ⊆ r(A);

(4) if Aα ⊆ S, α ∈ Λ, then

l(
∪

α Aα) =
∩

α l(Aα), r(
∪

α Aα) =
∩

α r(Aα).

P roof . (1) We will show that l(A) is a left ideal of S. Dually, we have r(A) is a right
ideal of S. Clearly, l(A) �= ∅. If x ∈ S, y ∈ l(A), then (xy)A = x(yA) = 0, and so xy ∈ l(A).
Let x ∈ l(A) and y ∈ S such that y ≤ x. Then yA ⊆ (yA] ⊆ (xA] = 0, and hence y ∈ l(A).

(2) Since l(A)A = 0, so A ⊆ r(l(A)). Similarly, A ⊆ l(r(A)).
(3) Assume that A ⊆ B. Let x ∈ l(B). Since A ⊆ B, we get xA ⊆ xB = 0, and so

x ∈ l(A). Thus l(B) ⊆ l(A). Similarly, r(B) ⊆ r(A).
(4) The proof is straightforward.
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2 Main Results Analogously to [11], we define a dual ordered semigroup as follows:

Definition 2.1 Let (S, ·,≤) be an ordered semigroup. Then S is called a dual ordered
semigroup if

(i) l(r(L)) = L for all left ideals L of S;

(ii) r(l(R)) = R for all right ideals R of S.

Lemma 2.2 Let (S, ·,≤) be a dual ordered semigroup with zero 0.

(1) If {Rα | α ∈ Λ} is a family of right ideals of S, then

l(
∩

α Rα) =
∪

α l(Rα).

(2) If {Lα | α ∈ Λ} is a family of left ideals of S, then

r(
∩

α Lα) =
∪

α r(Lα).

(3) l(S) = r(S) = 0.

(4) If L is a 0-minimal left ideal of S, then r(L) is a maximal right ideal of S.

(5) If A is a 0-minimal ideal of S, then r(A) and l(A) are maximal ideals of S.

Proof . For (1) and (2), the proofs are straightforward.
(3) We have

r(S) = r(S ∪ l(0)) = r(S) ∩ r(l(0)) = r(S) ∩ 0 = 0.

Similarly, l(S) = 0.
(4) Assume that L is a 0-minimal left ideal of S. Since L �= 0, r(L) �= S. Let R be

a proper right ideal of S such that r(L) ⊆ R. Then 0 �= l(R) ⊆ l(r(L)) = L, and thus
l(R) = L. Hence R = r(l(R)) = r(L).

(5) Assume that A is a 0-minimal ideal of S. We will show that r(A) is a maximal
ideal of S. It is easy to see that r(A) is an ideal of S. Let M be a proper ideal of S
such that r(A) ⊆ M . Then 0 �= l(M) ⊆ l(r(A)) = A, and thus l(M) = A. Hence
M = r(l(M)) = r(A). Therefore, r(A) is a maximal ideal of S. Similar arguments show
that l(A) is a maximal ideal of S.

Lemma 2.3 If (S, ·,≤) is a dual ordered semigroup with zero 0, then a ∈ (Sa] and a ∈ (aS]
for every a ∈ S. In particular, (S2] = S.

Proof . Let a ∈ S. Since (Sa] is a left ideal of S, by assumption, we have l(r((Sa])) =
(Sa]. If x ∈ r((Sa]), then (Sa]x = 0, and hence (Sax] = 0. By Lemma 2.2, ax ∈ r(S), and
so ax = 0. This proves that a ∈ l(r((Sa])). Hence a ∈ (Sa]. Dually, a ∈ (aS].

Lemma 2.4 Let (S, ·,≤) is a dual ordered semigroup with zero 0 and a ∈ S. If (aS] = 0
or (Sa] = 0, then a = 0.

Proof . This follows by Lemma 2.3.

Lemma 2.5 Let (S, ·,≤) be a dual ordered semigroup with zero 0. If S = (aS] for every
a ∈ S \ {0}, then S is itself a 0-minimal right ideal of S.

2
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4 T. CHANGPHAS AND W. JANTANAN

Proof . Assume that S = (aS] for every a ∈ S \ {0}. Let A be a right ideal of S such
that A �= {0}. Then there exists a ∈ A \ {0}. By assumption, S = (aS], and thus S = A.
This shows that S contains only the right ideals S and {0}. Therefore, the assertion follows.

We now prove the main result analogue to ([11], Theorem 4).

Theorem 2.6 Let (S, ·,≤) be a dual ordered semigroup with zero 0. Every nonzero right
ideal of S contains a 0-minimal right ideal of S.

Proof . Let R be a non-zero right ideal of S. There are two cases to consider:
Case 1: S = (aS] for every a ∈ S \ {0}. By Lemma 2.5, we have S is itself a 0-minimal

right ideal of S. Therefore, R contains a 0-minimal right ideal of S.
Case 2: (aS] �= S for some a ∈ S \ {0}. We have a ∈ (aS] ⊆ S. Since a ∈ (Sa], there

exists y ∈ S such that a ≤ ya. If y ∈ l(aS), then yaS = 0, and so (yaS] = 0. Hence ya = 0.
This is a contradiction. This shows that y /∈ l(aS) which implies y /∈ l((aS]). If l((aS]) = 0,
then (aS] = r(l((aS])) = r(0) = S. This is a contradiction. We have l((aS]) �= 0.

Let L0 be the union of all left ideals of S which does not contain y. Since

l((aS]) ⊆ L0 �= S,

it follows that
r(L0) ⊆ r(l((aS])) = (aS] ⊆ S

and r(L0) �= 0.
We will show that r(L0) is a 0-minimal right ideal of S. Let R1 be a right ideal of S

such that 0 �= R1 ⊂ r(L0). Then L0 ⊂ l(R1) ⊂ S, and thus y ∈ l(R1). Since l(R1)R1 = 0,
yR1 = 0. Since l((aS]) ⊆ L0, R1 ⊆ r(L0) ⊆ (aS]. If x ∈ R1 ⊆ (aS], then there is z ∈ S
such that x ≤ az ≤ yaz = 0, and thus R1 = 0. This is a contradiction. Hence the proof is
completed.

Theorem 2.7 Let (S, ·,≤) be a dual ordered semigroup with zero 0. Every nonzero left
ideal of S contains a 0-minimal left ideal of S.

Proof . This can be proved similarly to Theorem 2.6.

Corollary 2.8 Let (S, ·,≤) be a dual ordered semigroup with zero 0. Every right ideal R
of S such that R �= S is contained in a maximal right ideal of S.

Proof . Let R be a right ideal of S such that R �= S. Since l(R) is a left ideal of S, by
Theorem 2.6(6), l(R) contains a 0-minimal left ideal L0 of S. Since 0 �= L0 ⊆ l(R), we have
R ⊆ r(L0) ⊂ S, By Lemma 2.2, r(L0) is a maximal right ideal of S.

Theorem 2.9 Let (S, ·,≤) be a dual ordered semigroup with zero 0. Every 0-minimal left
ideal of S is contained in a 0-minimal ideal of S.

Proof . Let L0 be a 0-minimal left ideal of S. By Lemma 2.3, L0 ⊆ (L0S]. We have
(L0S] is a 0-minimal ideal of S. This proves the assertion.

We will show that M0 := (L0S] is a 0-minimal ideal of S. It is easy to see that M0 is
an ideal of S. Setting

Z = S \ r(L0) := {zα | α ∈ Λ},

we have

ON 0-MINIMAL IDEALS IN A DUAL ORDERED SEMIGROUP WITH ZERO 5

M0 = (L0(r(L0) ∪ Z)] = (L0Z] =
∪

α∈Λ(L0zα].

Note that for a ∈ S, (L0a] = 0 or (L0a] is a 0-minimal left ideal of S. In fact: we
assume that (L0a] �= 0. Let L be a left ideal of S such that 0 �= L ⊆ (L0a]. Setting
L1 = {x ∈ L0 | xa ∈ L}. It is easy to see that L is a left ideal of S. By the minimality of
L0, we obtain L = L0. Hence, L = (L0a].

Now, since L0 ⊆ M0, there exists z0 ∈ Z such that L0 = (L0z0].
Let M be an ideal of S such that 0 �= M ⊆ M0. We claim that L0 ⊆ M . Suppose not,

then

M =
∪

α∈Λ1
(L0zα]

for some Λ1 ⊆ Λ such that z0 /∈ {zα | α ∈ Λ1}. Since MS ⊆ M , we obtain

∪
α∈Λ1

(L0zα]S ⊆
∪

α∈Λ1

(L0zα],

thus ( ∪
α∈Λ1

(L0zα](S]
]

=
( ∪

α∈Λ1

(L0zαS] ⊆
( ∪

α∈Λ1

(L0zα]
]
⊆

∪
α∈Λ1

(L0zα].
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Abstract. In this paper, we present a Selberg type inequality in a Hilbert C∗-
module, which ia simultaneous extensions of the Cauchy-Schwarz inequality and the
Bessel inequality in a Hibert C∗-module. As an application, we give a generalization
of the Selberg inequality in a Hilbert C∗-module.

1 Introduction The theory of Hilbert C∗-modules over non-commutative C∗-algebras
firstly appeared in Paschke [18] and Rieffel [19], and it has contributed greatly to the
developments of operator algebras. Recently, many researchers have studied geometric
properties of Hilbert C∗-modules from a viewpoint of the operator theory. For example,
Dragomir, Khosravi and Moslehian [4], and Bounader and Chahbi [3] showed several variants
of the Bessel inequality, the Selberg inequality and these generalizations in the framework
of a Hilbert C∗-module. We showed in [6] the new Cauchy-Schwarz inequality in a Hilberet
C∗-module by means of the operator geometric mean. From the viewpoint, we show a
Hilbert C∗-module version of the Selberg inequality which is simultaneous extensions of the
Cauchy-Schwarz inequality and the Bessel one in a Hilbert C∗-module.

We briefly review the Selberg inequality and its generalization in a Hilbert space.
Let H be a Hilbert space with the inner product 〈·, ·〉. The Selberg inequality [2, 17]

states that if y1, y2, . . . , yn and x are nonzero vectors in H, then

(1.1)
n∑

i=1

|〈yi, x〉|2∑n
j=1 |〈yj , yi〉|

≤‖x‖2 .

Moreover, Furuta [10] posed conditions enjoying the equality: The equality in (1.1) holds if
and only if x =

∑n
i=1 aiyi for some scalars a1, a2, . . . , an ∈ C such that for arbitrary i �= j

(1.2) 〈yi, yj〉 = 0 or |ai| = |aj | with 〈aiyi, ajyj〉 ≥ 0,

also see [7]. Note that the Selberg inequality is simultaneous extensions of the Bessel
inequality and the Cauchy-Schwarz inequality.

Fujii and Nakamoto [9] showed a refinement of the Selberg inequality: If 〈y, yi〉 = 0 for
given nonzero vectors y1, . . . , yn ∈ H, then

(1.3) |〈x, y〉|2 +
n∑

i=1

|〈x, yi〉|2∑n
j=1 |〈yj , yi〉|

‖ y ‖2≤‖ x ‖2‖ y ‖2

holds for all x ∈ H. Also, Bombieri [1] showed the following generalization of the Bessel
inequality: If x, y1, . . . , yn are nonzero vectors in H, then

(1.4)
n∑

i=1

|〈x, yi〉|2 ≤‖ x ‖2 max
1≤i≤n

n∑
j=1

|〈yj , yi〉|.
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Moreover, Mitrinović, Pecǎrić and Fink [17, Theorem 5 in pp394] mentioned the following
inequality equivalent to Bombieri’s type: If x, y1, . . . , yn are nonzero vectors in H and
a1, . . . , an ∈ C, then

(1.5) |
n∑

i=1

ai〈x, yi〉|2 ≤‖ x ‖2
n∑

i=1

|ai|2
n∑

j=1

|〈yj , yi〉|.

In this paper, from a viewpoint of the operator theory, we propose a Selberg type inequal-
ity in a Hilbert C∗-module, which ia simultaneous extensions of the Bessel inequality and the
Cauchy-Schwarz inequality in a Hibert C∗-module. As applications, we show Hilbert C∗-
module versions of Fujii-Nakamoto type (1.3), Bombieri type (1.4) and Mitrinović, Pecǎrić
and Fink type (1.5). Moreover, we give a generalization of the Selberg inequality in a
Hilbert C∗-module.

2 Preliminaries Let A be a unital C∗-algebra with the unit element e. An element
a ∈ A is called positive if it is selfadjoint and its spectrum is contained in [0,∞). For
a ∈ A , we denote the absolute value of a by |a| = (a∗a)

1
2 . For positive elements a, b ∈ A ,

the operator geometric mean of a and b is defined by

a � b = a
1
2

(
a− 1

2 ba− 1
2

) 1
2

a
1
2

for invertible a. If a and b are non invertible, then a � b belongs to the double commutant
A ′′ in general. In fact, since a � b satisfies the upper semicontinuity, it follows that a � b =
limε→+0(a + εe) � (b + εe) in the strong operator topology. If A is monotone complete in
the sense that every bounded increasing net in the self-adjoint part has a supremum with
respect to the usual partial order, then we have a � b ∈ A , see [13]. The operator geometric
mean has the symmetric property: a � b = b � a. In the case that a and b commute, we
have a � b =

√
ab. For more details on the operator geometric mean, see [12, 8].

A complex linear space X is said to be an inner product A -module (or a pre-Hilbert
A -module) if X is a right A -module together with a C∗-valued map (x, y) �→ 〈x, y〉 :
X × X → A such that

(i) 〈x, αy + βz〉 = α〈x, y〉 + β〈x, z〉 (x, y, x ∈ X , α, β ∈ C),

(ii) 〈x, ya〉 = 〈x, y〉a (x, y ∈ X , a ∈ A ),

(iii) 〈y, x〉 = 〈x, y〉∗ (x, y ∈ X ),

(iv) 〈x, x〉 ≥ 0 (x ∈ X ) and if 〈x, x〉 = 0, then x = 0.

We always assume that the linear structures of A and X are compatible. Notice that (ii)
and (iii) imply 〈xa, y〉 = a∗〈x, y〉 for all x, y ∈ X , a ∈ A . If X satisfies all conditions for
an inner-product A -module except for the second part of (iv), then we call X a semi-inner
product A -module.

In this case, we write ‖x‖:=
√
‖〈x, x〉‖, where the latter norm denotes the C∗-norm of

A . If an inner-product A -module X is complete with respect to its norm, then X is called
a Hilbert C∗-module. In [6], from a viewpoint of operator theory, we presented the following
Cauchy-Schwarz inequality in the framework of a semi-inner product C∗-module over a
unital C∗-algebra: If x, y ∈ X such that the inner product 〈x, y〉 has a polar decomposition
〈x, y〉 = u|〈x, y〉| with a partial isometry u ∈ A , then

|〈x, y〉| ≤ u∗〈x, x〉u � 〈y, y〉.(2.1)

SELBERG TYPE INEQUALITIES IN A HILBERT C∗-MODULE 9

An element x of a Hilbert C∗-module X is called nonsingular if the element 〈x, x〉 ∈ A
is invertible. The set {xi} ⊂ X is called orthonormal if 〈xi, xj〉 = δije. For more details
on Hilbert C∗-modules, see [16].

In [4], Dragomir, Khosravi and Moslehian showed a version of the Bessel inequality and
some generalizations of this inequality in the framework of Hilbert C∗-modules. Moreover,
in [3], Bounader and Chahbi showed a type and refinement of Selberg inequality in Hilbert
C∗-modules. We shall show an improvement of the Selberg type inequality due to Bounader
and Chahbi.

3 Main theorem Fiest of all, we show the following Selberg type inequality in a Hilbert
C∗-module.

Theorem 1. Let X be an inner product C∗-module over a unital C∗-algbera A . If
x, y1, . . . , yn are nonzero vectors in X such that y1, . . . , yn are nonsingular, then

(3.1)
n∑

i=1

〈x, yi〉




n∑
j=1

|〈yj , yi〉|




−1

〈yi, x〉 ≤ 〈x, x〉.

The equality in (3.1) holds if and only if x =
∑n

i=1 yiai for some ai ∈ A and i = 1, . . . , n
such that for arbitrary i �= j 〈yi, yj〉 = 0 or |〈yj , yi〉|ai = 〈yi, yj〉aj.

Theorem 1 is simultaneous extensions of the Bessel inequality [4] and the Cauchy-
Schwarz inequality [6] in a Hilbert C∗-module. As a matter of fact, if {y1, . . . , yn} is
orthonormal in Theorem 1, then we have the Bessel inequality:

n∑
i=1

|〈yi, x〉|2 ≤ 〈x, x〉

holds for all x ∈ X . If n = 1 and y = y1 in Theorem 1 and 〈x, y〉 has a polar decomposition
〈x, y〉 = u|〈x, y〉| with a partial isometry u ∈ A , then we have u|〈x, y〉|〈y, y〉−1|〈y, x〉|u∗ ≤
〈x, x〉 and hence

|〈x, y〉| = |〈x, y〉|〈y, y〉−1|〈y, x〉| � 〈y, y〉 ≤ u∗〈x, x〉u � 〈y, y〉.

This implies the Cauchy-Schwarz inequality (2.1).

To prove Theorem 1, we need the following two lemmas:

Lemma 2. If a ∈ A , then the operator matrix on A ⊕ A

A =
(
|a∗| −a
−a∗ |a|

)

is positive, and
(

ξ
η

)
∈ N(A) if and only if |a∗|ξ = aη, where N(A) is the kernel of A.

Proof. Let a = u|a| be the polar decomposition of a, where u is the partial isometry in the
double commutant A

′′
. Since it follows that |a∗| = u|a|u∗, we have

A =
(

u|a|u∗ −u|a|
−|a|u∗ |a|

)
=

(
u|a|1/2 0

0 |a|1/2

)(
1 −1
−1 1

)(
u|a|1/2 0

0 |a|1/2

)∗

≥ 0.
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Next, it is obvious that
(

ξ
η

)
∈ Ker(A) if and only if |a|η = a∗ξ and |a∗|ξ = aη. Moreover,

it follows that |a|η = a∗ξ if and only if |a∗|ξ = aη. In fact, if |a|η = a∗ξ, then we
have aη = u|a|η = ua∗ξ = u|a|u∗ξ = |a∗|ξ. Conversely, if |a∗|ξ = aη, then we have
a∗ξ = u∗|a∗|ξ = u∗aη = u∗u|a|η = |a|η.

Lemma 3. For any y1, y2, . . . , yn ∈ X

(3.2)



〈y1, y1〉 · · · 〈y1, yn〉

. . .
〈yn, y1〉 · · · 〈yn, yn〉


 ≤




∑n
j=1 |〈yj , y1〉| 0

. . .
0

∑n
j=1 |〈yj , yn〉|


 .

Proof. The difference between both sides of (3.2) is the following form:

n∑
i,j=1




0 0
|〈yj , yi〉| −〈yi, yj〉

−〈yi, yj〉 |〈yi, yj〉|
0 0




and for each pair i, j it is positive by Lemma 2.

Proof of Theorem 1 For each i = 1, . . . , n, put ci =
∑n

j=1 |〈yj , yi〉|. Since yi is nonsin-
gular, it follows that ci is invertible in A . It follows from Lemma 3 that

n∑
i=1

〈x, yi〉c−1
i 〈yi, yj〉c−1

j 〈yj , x〉

= (〈x, y1〉c−1
1 · · · 〈x, yn〉c−1

n )



〈y1, y1〉 · · · 〈y1, yn〉

. . .
〈yn, y1〉 · · · 〈yn, yn〉







c−1
1 〈y1, x〉

...
c−1
n 〈yn, x〉




≤ (〈x, y1〉c−1
1 · · · 〈x, yn〉c−1

n )




c1 0
. . .

0 cn







c−1
1 〈y1, x〉

...
c−1
n 〈yn, x〉




=
n∑

i=1

〈x, yi〉c−1
i 〈yi, x〉

and this implies

0 ≤ 〈x −
n∑

i=1

yic
−1
i 〈yi, x〉, x −

n∑
i=1

yic
−1
i 〈yi, x〉〉

= 〈x, x〉 − 2
n∑

i=1

〈x, yi〉c−1
i 〈yi, x〉 +

n∑
i=1

〈x, yi〉c−1
i 〈yi, yj〉c−1

j 〈yj , x〉

≤ 〈x, x〉 −
n∑

i=1

〈x, yi〉c−1
i 〈yi, x〉.

Hence we have the desired inequality (3.1).
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The equality in (3.1) holds if and only if the following (3.3) and (3.4) are satisfied:

(3.3) x =
n∑

i=1

yic
−1
i 〈yi, x〉

and for arbitrary i �= j

(3.4) (〈x, yi〉c−1
i 〈x, yj〉c−1

j )
(
|〈yj , yi〉| −〈yi, yj〉
−〈yj , yi〉 |〈yi, yj〉|

)(
c−1
i 〈yi, x〉

c−1
j 〈yj , x〉

)
= 0.

Put A =
(
|〈yj , yi〉| −〈yi, yj〉
−〈yj , yi〉 |〈yi, yj〉|

)
and it follows that the condition (3.4) holds if and only if

A1/2

(
c−1
i 〈yi, x〉

c−1
j 〈yj , x〉

)
=

(
0
0

)
⇐⇒ A

(
c−1
i 〈yi, x〉

c−1
j 〈yj , x〉

)
=

(
0
0

)
.

Hence it follows from Lemma 2 that the condition (3.4) is equivalent to the following (3.5)
and (3.6): For arbitrary i �= j

(3.5) 〈yi, yj〉 = 0

or

(3.6) |〈yj , yi〉|c−1
i 〈yi, x〉 = 〈yi, yj〉c−1

j 〈yj , x〉.

Conversely, suppose that x =
∑n

i=1 yiai for some ai ∈ A and for i �= j 〈yi, yj〉 = 0 or
|〈yj , yi〉|ai = 〈yi, yj〉aj . Then

n∑
i=1

〈x, yi〉




n∑
j=1

|〈yj , yi〉|




−1

〈yi, x〉 =
n∑

i=1

〈x, yi〉




n∑
j=1

|〈yj , yi〉|




−1
n∑

j=1

〈yi, yj〉aj

=
n∑

i=1

〈x, yi〉




n∑
j=1

|〈yj , yi〉|




−1
n∑

j=1

|〈yj , yi〉|ai

=
n∑

i=1

〈x, yi〉




n∑
j=1

|〈yj , yi〉|




−1 


n∑
j=1

|〈yj , yi〉|


 ai

=
n∑

i=1

〈x, yi〉ai

= 〈x, x〉.

Whence the proof is complete.

Remark 4. (1) In the case that X is a Hilbert space, the equality condition |〈yj , yi〉|ai =
〈yi, yj〉aj in Theorem 1 implies the condition (1.2). In fact, for some scalars ai, aj ∈ C, it
follows that 〈aiyi, ajyj〉 = a∗

i 〈yi, yj〉aj = a∗
i |〈yj , yi〉|ai ≥ 0, and |〈yj , yi〉| = |〈yj , yi〉∗| implies

|ai| = |aj |.
(2) In the Hilbert space setting, K. Kubo and F. Kubo [15] showed another proof of Selberg’s
inequality (1.1) using Geršgorin’s location of eigenvalues [14, Theorem 6.1.1] and a diagonal
domination theorem of positive semidefinite matrix.

10
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4 Applications In this section, by using Theorem 1, we consider several Hilbert C∗-
module versions of the Selberg inequality and the Bessel inequality.

Bounader and Chahbi in [3, Theorem 3.1] showed that if X is an inner product C∗-
module and y1, . . . , yn are nonzero vectors in X , and x ∈ X , then

(4.1)
n∑

i=1

|〈yi, x〉|2∑n
j=1 ‖ 〈yj , yi〉 ‖

≤ 〈x, x〉.

By Theorem 1, we have the following corollary, which is an improvement of (4.1):

Corollary 5. Let X be an inner product C∗-module over a unital C∗-algbera A . If
x, y1, . . . , yn are nonzero vectors in X such that y1, . . . , yn are nonsingular, then

n∑
i=1

|〈yi, x〉|2

‖
∑n

j=1 |〈yj , yi〉| ‖
≤ 〈x, x〉.

Proof. By assumption it follows that
∑n

i=1 |〈yj , yi〉| is invertible in A and hence

(
n∑

i=1

|〈yj , yi〉|

)−1

≥‖
n∑

i=1

|〈yj , yi〉| ‖−1 .

Therefore, Theorem 1 implies Corollary 5.

Moreover, Bounader and Chahbi showed a Hilbert C∗-module version of Fujii-Nakamoto
type (1.3), which is a refinement of (4.1): If y and y1, . . . , yn are nonzero vectros in X such
that 〈y, yi〉 = 0 for i = 1, . . . , n, and x ∈ X , then

(4.2) |〈y, x〉|2 +
n∑

i=1

|〈yi, x〉|2∑n
j=1 ‖ 〈yi, yj〉 ‖

‖ 〈y, y〉 ‖≤‖ 〈y, y〉 ‖ 〈x, x〉.

We show a Hilbert C∗-module version of a refinement of the Selberg inequality due to Fujii
and Nakamoto, which is another version of (4.2):

Theorem 6. Let X be an inner product C∗-module over a unital C∗-algbera A . If
x, y, y1, . . . , yn are nonzero vectors in X such that y1, . . . , yn are nonsingular, 〈y, yi〉 = 0
for i = 1, · · · , n and 〈x, y〉 = u|〈x, y〉| is a polar decomposition in A , i.e., u ∈ A is a partial
isometry, then

|〈y, x〉| ≤ u∗〈y, y〉u �


〈x, x〉 −

n∑
i=1

〈x, yi〉




n∑
j=1

|〈yj , yi〉|




−1

〈yi, x〉


(4.3)

(
≤ u∗〈y, y〉u � 〈x, x〉

)
.

Proof. Put z = x−
∑n

i=1 yi

(∑n
j=1 |〈yj , yi〉|

)−1

〈yi, x〉 . By the proof of Theorem 1, we have

〈z, z〉 ≤ 〈x, x〉 −
n∑

i=1

〈x, yi〉




n∑
j=1

|〈yj , yi〉|




−1

〈yi, x〉.
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Since 〈y, z〉 = 〈y, x〉, it follows from the monotonicity of the operator geometric mean that

|〈y, x〉| = |〈y, z〉| ≤ u∗〈y, y〉u � 〈z, z〉 by the Cauchy-Schwarz inequality (2.1)

≤ u∗〈y, y〉u �


〈x, x〉 −

n∑
i=1

〈x, yi〉




n∑
j=1

|〈yj , yi〉|




−1

〈yi, x〉


 .

In [3, Corollary 3.5], Bounader and Chahbi showed a Hilbert C∗-module version of
Bombieri type (1.4): If y1, . . . , yn are nonzero vectors in X and x ∈ X , then

(4.4)
n∑

i=1

|〈yi, x〉|2 ≤ 〈x, x〉 max
1≤i≤n

n∑
j=1

‖ 〈yi, yj〉 ‖ .

We show a Hilbert C∗-module version of Bombieri type, which is an improvement of
(4.4):

Theorem 7. Let X be an inner product C∗-module over a unital C∗-algbera A . If
x, y1, . . . , yn are nonzero vectors in X such that y1, . . . , yn are nonsingular, then

n∑
i=1

|〈yi, x〉|2 ≤ 〈x, x〉 max
1≤i≤n

‖
n∑

j=1

|〈yj , yi〉| ‖ .

Proof. Since for i = 1, . . . , n

n∑
j=1

|〈yj , yi〉| ≤‖
n∑

j=1

|〈yj , yi〉| ‖≤ max
1≤i≤n

‖
n∑

j=1

|〈yj , yi〉| ‖,

we have this theorem by virtue of Theorem 1.

As a corollary, we have the following Boas-Bellman type inequality [3, Corollary 3.6]:

Corollary 8. Let X be an inner product C∗-module over a unital C∗-algbera A . If
x, y1, . . . , yn are nonzero vectors in X such that y1, . . . , yn are nonsingular, then

n∑
i=1

|〈yi, x〉|2 ≤ 〈x, x〉
(

max
1≤i≤n

‖ 〈yi, yi〉 ‖ +(n − 1)max
j �=i

‖ 〈yj , yi〉 ‖
)

.

Finally, we show a Mitrinović-Pečarić-Fink type inequality [17, Theorem 5 in pp394] in
Hilbert C∗-modules, which is another version of [4, Theorem 3.8]:

Theorem 9. Let X be an inner product C∗-module over a unital C∗-algbera A . If
x, y1, . . . , yn are nonzero vectors in X and a1, · · · , an ∈ A such that y1, . . . , yn are nonsin-
gular and 〈x,

∑n
i=1 yiai〉 = u|〈x,

∑n
i=1 yiai〉| is a polar decomposition in A , i.e., u ∈ A is

a partial isometry, then

|
n∑

i=1

〈x, yi〉ai| ≤ u∗〈x, x〉u �




n∑
i=1

a∗
i




n∑
j=1

|〈yj , yi〉|


 ai


 .

12
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Proof. By the Cauchy-Schwarz inequality (2.1), we have

|
n∑

i=1

〈x, yi〉ai| = |〈x,
n∑

i=1

yiai〉|

≤ u∗〈x, x〉u �

(
〈

n∑
i=1

yiai,
n∑

i=1

yiai〉

)

= u∗〈x, x〉u �




n∑
i,j=1

a∗
i 〈yi, yj〉aj




≤ u∗〈x, x〉u �




n∑
i=1

a∗
i




n∑
j=1

|〈yj , yi〉|


 ai


 by Lemma 3.

5 Generalization In this section, we present a generalization of the Selberg inequality
in a Hilbert C∗-module.

We review the basic concepts of adjointable operators on a Hilbert C∗-moduleX over
a unital C∗-algebra A . We define L(X ) to be the set of all maps T : X �→ X for
which there is a map T ∗ : X �→ X such that 〈Tx, y〉 = 〈x, T ∗y〉 for all x, y ∈ X . For
T ∈ L(X ), we denote the kernel of T by N(T ). A closed submodule M of X is said to
be complemented if X = M ⊕ M⊥. Suppose that the closures of the ranges of T and
T ∗ are both complemented. Then it follows from [16, Proposition 3.8] that T has a polar
decomposition T = U |T | with a partial isometry U ∈ L(X ) and N(U) = N(|T |), and the
following hold:

(i) N(|T |) = N(T ).

(ii) |T ∗|q = U |T |qU∗ for any positive number q > 0.

(iii) N(Sq) = N(S) for any positive operator S ∈ L(X ) and q > 0,

also see [5, 20].

Theorem 10. Let T be an operator in L(X ) such that the closures of the ranges of T and
T ∗ are both complemented. If y1, . . . , yn �∈ N(T ∗) are nonsingular, then

(5.1)
n∑

i=1

〈Tx, yi〉




n∑
j=1

|〈|T ∗|2β)yj , yi〉|




−1

〈yi, Tx〉 ≤ 〈|T |2αx, x〉

holds for every x �∈ N(T ) and for any α, β ∈ [0, 1] with α + β = 1. In particular,

(5.2)
n∑

i=1

〈Tx, yi〉




n∑
j=1

|〈TT ∗yj , yi〉|




−1

〈yi, Tx〉 ≤ 〈U∗Ux, x〉

and

(5.3)
n∑

i=1

〈Tx, yi〉




n∑
j=1

|〈UU∗yj , yi〉|




−1

〈yi, Tx〉 ≤ 〈T ∗Tx, x〉.
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Moreover, the equality in (5.1) holds if and only if Tx =
∑n

i=1 |T ∗|2βyiai for some a1, . . . , an

∈ A such that for arbitrary i �= j, 〈|T ∗|2βyi, yj〉 = 0 or |〈|T ∗|2βyj , yi〉|ai = 〈|T ∗|2βyi, yj〉aj.

Proof. Let T = U |T | be the polar decomposition of T , where U is the partial isometry.
In the case of α = 0 or 1, it follows from Theorem 1 that replacing x by U∗Ux (resp.
|T |x) and yi by |T |U∗yi (resp. U∗yi) for all i = 1, . . . , n, it follows that 〈U∗Ux, |T |U∗yi〉 =
〈Ux,U |T |U∗yi〉 = 〈x,U∗|T ∗|yi〉 = 〈x, T ∗yi〉 = 〈Tx, yi〉 and we have (5.2) (resp. (5.3)).
In the case of 0 < α < 1, we replace x by |T |αx and also replace yi by |T |βU∗yi for all
i = 1, . . . , n. Then we have

〈|T |βU∗yi, |T |βU∗yj〉 = 〈U |T |2βU∗yi, yj〉 = 〈|T ∗|2βyi, yj〉

and y1, . . . , yn �∈ N(T ∗) = N(|T ∗|) = N(|T ∗|β). Thus we have (5.1) by Theorem 1.
Next, we consider the equality condition in (5.1). By (iii), we have

|T |αx =
n∑

i=1

|T |βU∗yiai ⇐⇒ |T |2αx =
n∑

i=1

|T |U∗yiai =
n∑

i=1

T ∗yiai.

Hence we have the following implication:

|T |αx =
n∑

i=1

|T |βU∗yiai ⇐⇒ |T |x = |T |α+βx =
n∑

i=1

|T |2βU∗yiai by (iii)

⇐⇒ U |T |x =
n∑

i=1

U |T |2βU∗yiai by (i) and (iii)

⇐⇒ Tx =
n∑

i=1

|T ∗|2βyiai. by (ii).

Whence the proof is complete.
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in Operator Inequalities, Monographs in Inequalities 4, Element, Zagreb, 2012.

[9] M. Fujii and R. Nakamoto, Simultaneous extensions of Selberg inequality and Heinz-Kato-
Furuta inequality, Nihonkai Math. J., 9 (1998), 219–225.

14



SELBERG TYPE INEQUALITIES IN A HILBERT C∗-MODULE 15

Moreover, the equality in (5.1) holds if and only if Tx =
∑n

i=1 |T ∗|2βyiai for some a1, . . . , an

∈ A such that for arbitrary i �= j, 〈|T ∗|2βyi, yj〉 = 0 or |〈|T ∗|2βyj , yi〉|ai = 〈|T ∗|2βyi, yj〉aj.

Proof. Let T = U |T | be the polar decomposition of T , where U is the partial isometry.
In the case of α = 0 or 1, it follows from Theorem 1 that replacing x by U∗Ux (resp.
|T |x) and yi by |T |U∗yi (resp. U∗yi) for all i = 1, . . . , n, it follows that 〈U∗Ux, |T |U∗yi〉 =
〈Ux,U |T |U∗yi〉 = 〈x,U∗|T ∗|yi〉 = 〈x, T ∗yi〉 = 〈Tx, yi〉 and we have (5.2) (resp. (5.3)).
In the case of 0 < α < 1, we replace x by |T |αx and also replace yi by |T |βU∗yi for all
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〈|T |βU∗yi, |T |βU∗yj〉 = 〈U |T |2βU∗yi, yj〉 = 〈|T ∗|2βyi, yj〉

and y1, . . . , yn �∈ N(T ∗) = N(|T ∗|) = N(|T ∗|β). Thus we have (5.1) by Theorem 1.
Next, we consider the equality condition in (5.1). By (iii), we have

|T |αx =
n∑

i=1

|T |βU∗yiai ⇐⇒ |T |2αx =
n∑

i=1

|T |U∗yiai =
n∑

i=1

T ∗yiai.

Hence we have the following implication:

|T |αx =
n∑

i=1

|T |βU∗yiai ⇐⇒ |T |x = |T |α+βx =
n∑

i=1

|T |2βU∗yiai by (iii)

⇐⇒ U |T |x =
n∑

i=1

U |T |2βU∗yiai by (i) and (iii)

⇐⇒ Tx =
n∑

i=1

|T ∗|2βyiai. by (ii).

Whence the proof is complete.
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Abstract. In this paper we prove the existence of non-positive or non-radial solutions
to semilinear elliptic problems on S2 with a small hole. When the hole is sufficiently
small, we prove that the multiplicity of eigenvalues to the corresponding linearized
problem is 1 or 2. Thus, by using the result, we show those eigenvalues are bifur-
cation points, and the corresponding bifurcating solutions are not positive except for
a bifurcating solution which is corresponding to the first eigenvalue. Moreover if the
multiplicity of a eigenvalue is 2, then the corresponding bifurcating solution is not
radially symmetric.

1 Introduction We investigate the existence of non-trivial solutions to

(1.1)

{
∆SN u + λu + |u|p−1u = 0 in Bθ0 ,

u = 0 on ∂Bθ0 ,

where ∆SN is the Laplace–Beltrami operator on the N -dimensional unit sphere SN (N ≥ 2)
and 1 < p < ∞. Here Bθ0 is a geodesic ball on SN with the geodesic radius θ0. In addition
the origin of Bθ0 is at the North Pole (0, 0, ..., 0, 1) in the (N + 1)-dimensional Euclidean
space RN+1. In this paper we consider a classical solution to (1.1) (in fact we shall prove
the existence of a solution u ∈ C2,α(Bθ0) to (1.1) with some α ∈ (0, 1)).

When (N − 2)p < N + 2 and λ < λ1 (λ1 is the first eigenvalue of ∆SN on Bθ0 with
the homogeneous Dirichlet boundary condition), we can prove the existence of a solution
to (1.1) by using the mountain pass lemma (e.g., see Theorem 6.2 in Chapter II of Struwe
[17]). In fact, by the Rellich-Kondrachov theorem (e.g., see Theorem 2.34 in Aubin [2]), the
compactness of H1

0 (Bθ0) �→ L2(Bθ0) is guaranteed, and we can apply the mountain pass
lemma.

In the case of N ≥ 3 and p ≥ (N +2)/(N−2), the compactness of H1
0 (Bθ0) �→ L2(Bθ0) is

lost, and hence we need other approaches to prove the existence of solutions. The first result
on this problem is by Bandle, Brillard and Flucher [5]. For N ≥ 3, p = (N + 2)/(N − 2)
and λ = 0, they proved the following result: there exists some θc ∈ [0, π) such that (1.1)
has a positive and radial solution if and only if θ0 ∈ (θc, π) (the radial solution means a
solution depending only on the geodesic distance from the North Pole). Additionally if
N ≥ 4, then θc = 0. On the other hand, if N = 3, then θc �= 0. Later Bandle and Peletier
[8] investigated the case N = 3, p = 5 and λ = 0 in detail, and they showed that θc = π/2.
Moreover the author of this paper [14] also focused attention on the case N = 3, p = 5 and
λ = 0. Namely, instead of the Dirichlet boundary condition, the author assumed the Robin
boundary condition and clarified the structure of positive and radial solutions to (1.1) under

2010 Mathematics Subject Classification. 35J61, 35B32, 33C45.
Key words and phrases. a semilinear elliptic equation, the associated Legendre function, the Lyapunov-

Schmidt method.

16



Scientiae Mathematicae Japonicae, 78, No. 1 (2015), 17–42 :e-2014, 55–80 17

BIFURCATION OF SOLUTIONS TO SEMILINEAR ELLIPTIC
PROBLEMS ON S2 WITH A SMALL HOLE

Atsushi Kosaka

Received October 29, 2013; revised January 17, 2014

Abstract. In this paper we prove the existence of non-positive or non-radial solutions
to semilinear elliptic problems on S2 with a small hole. When the hole is sufficiently
small, we prove that the multiplicity of eigenvalues to the corresponding linearized
problem is 1 or 2. Thus, by using the result, we show those eigenvalues are bifur-
cation points, and the corresponding bifurcating solutions are not positive except for
a bifurcating solution which is corresponding to the first eigenvalue. Moreover if the
multiplicity of a eigenvalue is 2, then the corresponding bifurcating solution is not
radially symmetric.

1 Introduction We investigate the existence of non-trivial solutions to

(1.1)

{
∆SN u + λu + |u|p−1u = 0 in Bθ0 ,

u = 0 on ∂Bθ0 ,

where ∆SN is the Laplace–Beltrami operator on the N -dimensional unit sphere SN (N ≥ 2)
and 1 < p < ∞. Here Bθ0 is a geodesic ball on SN with the geodesic radius θ0. In addition
the origin of Bθ0 is at the North Pole (0, 0, ..., 0, 1) in the (N + 1)-dimensional Euclidean
space RN+1. In this paper we consider a classical solution to (1.1) (in fact we shall prove
the existence of a solution u ∈ C2,α(Bθ0) to (1.1) with some α ∈ (0, 1)).

When (N − 2)p < N + 2 and λ < λ1 (λ1 is the first eigenvalue of ∆SN on Bθ0 with
the homogeneous Dirichlet boundary condition), we can prove the existence of a solution
to (1.1) by using the mountain pass lemma (e.g., see Theorem 6.2 in Chapter II of Struwe
[17]). In fact, by the Rellich-Kondrachov theorem (e.g., see Theorem 2.34 in Aubin [2]), the
compactness of H1

0 (Bθ0) �→ L2(Bθ0) is guaranteed, and we can apply the mountain pass
lemma.

In the case of N ≥ 3 and p ≥ (N +2)/(N−2), the compactness of H1
0 (Bθ0) �→ L2(Bθ0) is

lost, and hence we need other approaches to prove the existence of solutions. The first result
on this problem is by Bandle, Brillard and Flucher [5]. For N ≥ 3, p = (N + 2)/(N − 2)
and λ = 0, they proved the following result: there exists some θc ∈ [0, π) such that (1.1)
has a positive and radial solution if and only if θ0 ∈ (θc, π) (the radial solution means a
solution depending only on the geodesic distance from the North Pole). Additionally if
N ≥ 4, then θc = 0. On the other hand, if N = 3, then θc �= 0. Later Bandle and Peletier
[8] investigated the case N = 3, p = 5 and λ = 0 in detail, and they showed that θc = π/2.
Moreover the author of this paper [14] also focused attention on the case N = 3, p = 5 and
λ = 0. Namely, instead of the Dirichlet boundary condition, the author assumed the Robin
boundary condition and clarified the structure of positive and radial solutions to (1.1) under

2010 Mathematics Subject Classification. 35J61, 35B32, 33C45.
Key words and phrases. a semilinear elliptic equation, the associated Legendre function, the Lyapunov-

Schmidt method.

17



18 ATSUSHI KOSAKA

N = 3 and p = 5. In addition, for p > (N + 2)/(N − 2) with N ≥ 3, a solution to (1.1)
seems to exist, but it seems difficult to investigate the structure of solutions to (1.1).

The case λ �= 0 is also studied. Bandle and Benguria [6] proved that, for N = 3, p = 5
and λ > −3/4, there exists a unique, positive and radial solution to (1.1). Here λ = −3/4
is the second eigenvalue of

∆S3w + 4λw = 0 in S3

which is the linearized equation of ∆S3u+λ(|u|4u−u) = 0 around u ≡ 1. On the other hand,
Brezis and Peletier [9] showed the existence of positive and radial solutions for negatively
large λ (they proved that many positive and radial solutions exist). Furthermore Bandle,
Kabeya and Ninomiya [7] investigated the bifurcation structure for λ < −3/4 in detail. In
studies above positive solutions are only treated, and no one investigates the structure of
non-positive or non-radial solutions. Thus we focus our attention on those kinds of solutions.

Linearizing (1.1) around u ≡ 0, we obtain

(1.2)

{
∆SN w + λw = 0 in Bθ0 ,

w = 0 on ∂Bθ0 .

In this paper we only consider the case N = 2 and shall prove that eigenvalues of (1.2) are
bifurcation points of (1.1). For the purpose we shall apply the Lyapunov–Schmidt reduction
method and construct bifurcating solutions (for the Lyapunov–Schmidt reduction method,
e.g., see Section 5.3 in Ambrosetti and Prodi [1]). To apply the method, we are required to
know the multiplicity of eigenvalues for (1.2). Moreover, to see the positivity and the radial
symmetry of the bifurcating solutions, we need to know profiles of eigenfunctions. Hence
we shall investigate eigenvalues and eigenfunctions.

Let the polar coordinates 


y1 = sin ϕ sin θ

y2 = sin ϕ cos θ

y3 = cos θ

with (y1, y2, y3) ∈ S2 ⊂ R3, θ ∈ (0, θ0) and ϕ ∈ [0, 2π]. Then the operator ∆S2 + λ is
expressed as

∆S2w + λw =
1

sin θ

∂

∂θ

(
∂w

∂θ
sin θ

)
+

1
sin2 θ

∂2w

∂ϕ2
+ λw.

Additionally, for convenience below, we define ν ≥ 0 satisfying

(1.3) λ := ν(ν + 1).

Solutions to (1.2) are expressed by using the separation of variables. Namely let

w(θ, ϕ) = P (x)Φ(ϕ)

with
x = cos θ.

Here, by considering the regularity of solutions, |P (1)| < ∞, Φ(0) = Φ(2π) and Φ′(0) =
Φ′(2π) must be satisfied. Functions P (x) and Φ(ϕ) satisfy

(1.4) (1 − x2)
d2P

dx2
− 2x

dP

dx
+

{
ν(ν + 1) − m2

1 − x2

}
P = 0,
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and

(1.5)
d2Φ
dϕ2

+ m2Φ = 0.

From the periodicity of Φ(ϕ), m is a non-negative integer, and any solutions to (1.5) are
expressed as Φ(ϕ) = C1 cos mϕ + C2 sinmϕ.

On the other hand, (1.4) is known as the associated Legendre equation. The equation
(1.4) has two kinds of solutions P = Pm

ν (x) and Qm
ν (x) such that |Pm

ν (1)| < ∞ and
|Qm

ν (x)| → ∞ as x → 1, respectively. In addition these solutions are linearly independent.
From the condition |P (1)| < ∞, we have only to treat P = Pm

ν (x). Each Pm
ν (x) satisfies

Pm
ν (1) =

{
1 (m = 0),
0 (m = 1, 2, ...),

and

(1.6) sgn(Pm
ν (x)) = (−1)m near x = 1,

where sgn(a) denotes the signature of a (see (4.1) and (4.3) in Appendix).
We assume ν = j ≥ 0 which is an integer. Then, from (1.6) and

Pm
j (−x) = (−1)j+mPm

j (x)

(e.g., p.131 in Moriguchi, Udagawa and Hitotsumatsu [15]), it follows that

Pm
j (−1) =

{
(−1)j (m = 0),
0 (m = 1, 2, ...).

Hence λ = j(j + 1) and C1P
m
j (cos θ) cos mϕ + C2P

m
j (cos θ) sin mϕ are an eigenvalue and

an eigenfunction of ∆S2w + λw = 0 on S2, respectively.
On the other hand, to solve the eigenvalue problem (1.2), we are required to find solutions

to (1.4) satisfying the boundary condition

(1.7) P (cos θ0) = 0.

For any fixed m = 0, 1, 2..., there exist infinitely many λ = ν(ν + 1) satisfying (1.4),
(1.7) and P (1) = 1 or 0 (e.g., see Chapter 10.6 in Ince [13], which is a general result
on the Sturm–Liouville equations). But, in general, it seems difficult to investigate the
multiplicity of eigenvalues for (1.2). In fact, for any m and n (m �= n), it is not known
whether P m

ν (cos θ0) = Pn
ν (cos θ0) = 0 holds or not (partial results are obtained by Baginski

[3], [4]). Hence, for any θ0 ∈ (0, π), we does not see the multiplicity of eigenvalues for (1.2).
Thus, in this paper, we set

θ0 = π − �

and only consider a sufficiently small � > 0, that is, Bπ−� is S2 with a small hole. Then we
can exactly prove the multiplicity of eigenvalues λ. Hereafter we use the notation

(1.8) (a)k := a(a + 1)(a + 2)...(a + k − 1) =
Γ(a + k)

Γ(a)
,

where k ≥ 0 is an integer and Γ(x) is the gamma function ((a)0 = 1 and (1)k = (k − 1)!).
The result on eigenvalues of (1.2) is as follows:
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Theorem 1.1 Assume N = 2, θ0 = π− �, 1 < p < ∞, and arbitrarily fix an integer j ≥ 0.
Then there exist (j + 1) positive values {νm

j,�}
j
m=0 such that each λm

j,� := νm
j,�(ν

m
j,� + 1) is an

eigenvalue of (1.2). Moreover, as � → 0, it holds that

(1.9) λm
j,� =




j(j + 1) +
2j + 1
2| log �|

+ o

(
1

| log �|

)
(m = 0),

j(j + 1) + (2j + 1)cj,m�2m + o(�2m) (1 ≤ m ≤ j),

where cj,m = (j + m)!/[4mm!(m − 1)!(j − m)!].

The asymptotic formula (1.9) implies that, for sufficiently small � > 0, it holds that

j(j + 1) < λj
j,� < λj−1

j,� < λj−2
j,� < ... < λ0

j,�,

and each λm
j,� is located near j(j + 1). In addition the eigenspace corresponding to λ0

j,� is
spanned by P 0

ν0
j,ε

(cos θ). On the other hand, for 1 ≤ m ≤ j, the eigenspace corresponding

to λm
j,� is spanned by Pm

νm
j,ε

(cos θ) cos mϕ and Pm
νm

j,ε
(cos θ) sinmϕ. Therefore the multiplicity

of eigenvalues of (1.2) is 1 or 2.
By Theorem 1.1, we can apply the Lyapunov–Schmidt reduction method, and the fol-

lowing result is proved:

Theorem 1.2 Assume the same assumptions as in Theorem 1.1. Let µ := λ − λm
j,�. Then

the following statements hold :

(i) For m = 0, there exist a constant δj > 0 and a non-trivial solution

u0
j,�( · , · ;µ + λ0

j,�) := |µ|
1

p−1 {t0j,�(µ)v∗ + l0j,�( · , · ; µ)}

to (1.1) for µ ∈ (−δj , 0), where t0j,�(µ) ∈ R and l0j,�( · , · ; µ) ∈ C2,α(Bπ−�) are of
class C1 with respect to µ. Here t0j,�(0) = 1, l0j,�( · , · ; 0) ≡ 0 and

v∗ = M0P
0
ν0

j,ε
(cos θ),

with some constant M0 > 0.

(ii) Arbitrarily fix t∗ ∈ R and s∗ ∈ R such that the condition t2∗ + s2
∗ = 1. For 1 ≤ m ≤ j,

there exist a constant δj > 0 and a non-trivial solution

um
j,�( · , · ; µ + λm

j,�) := |µ|
1

p−1 {v(tmj,�(µ), sm
j,�(µ)) + lmj,�( · , · ; µ)}

to (1.1) for µ ∈ (−δj , 0), where tmj,�(µ), sm
j,�(µ) ∈ R and lmj,�( · , · ;µ) ∈ C2,α(Bπ−�) are

of class C1 with respect to µ. Here tmj,�(0) = t∗, sm
j,�(0) = s∗, lmj,�( · , · ; 0) ≡ 0 and

v(t, s) = Mm

{
tPm

νm
j,ε

(cos θ) cos mϕ + sPm
νm

j,ε
(cos θ) sinmϕ

}
(t, s ∈ R)

with some constant Mm > 0.

Since lmj,�( · , · ;µ) → 0 uniformly as µ → 0 and P 0
ν0
0,ε

(cos θ) (the first eigenfunction of (1.2))

is positive on (0, π− �), the bifurcating solution u0
0,�(µ) is also positive. On the other hand,

um
j,� with j �= 0 are not positive on (0, π − �). Especially, for each m �= 0, um

j,�(µ) is not
radially symmetric since eigenfunctions Pm

νm
j,ε

(cos θ) cos mϕ and Pm
νm

j,ε
(cos θ) sin mϕ are not

radially symmetric.
In Section 2 we investigate zeros of associated Legendre functions and show Theorem

1.1. In Section 3, by using this result, we prove Theorem 1.2.
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2 Zeros of associated Legendre functions and Proof of Theorem 1.1 In this
section we prove Theorem 1.1. In arguments below, we set N = 2 and θ0 = π − �. Since
our aim in this paper is to investigate (1.1) with a sufficiently small � > 0, it suffices to
investigate zeros of Pm

ν (x) near x = −1. In fact the following proposition holds:

Proposition 2.1 Assume j and m be integers satisfying 0 ≤ m ≤ j. If j < ν < j +1, then
Pm

ν (x) has j −m + 1 zeros in (−1, 1). Moreover let zm
j (ν) be the smallest zero of Pm

ν (x) in
(−1, 1). Then zm

j (ν) ∈ C1((j, j + 1)) and zm
j (ν) ↘ −1 as ν ↘ j. Furthermore it holds that

(2.1) zm
j (ν) =



−1 + 2(1 + o(1)) exp

(
− 1

ν − j

)
(m = 0),

−1 + (dj,m + o(1))(ν − j)
1
m (1 ≤ m ≤ j),

where dj,m = 2[m!(m − 1)!(j − m)!/(j + m)!]1/m and o(1) → 0 as ν ↘ j.

By the monotonicity of zm
j (ν), we obtain a unique solution ν = νm

j,� to zm
j (ν) = cos(π − �)

for any sufficiently small � > 0. Moreover (1.9) follows from (2.1). Therefore, to show
Theorem 1.1, we prove Proposition 2.1. Before the proof of Proposition 2.1, we state some
preliminaries.

First we define

ψ(x) :=
d

dx
log Γ(x) =

Γ′(x)
Γ(x)

.

For Γ(x) and ψ(x), the following lemma holds:

Lemma 2.1 (Theorem 2.1.1 in [10]) Functions Γ(x) and ψ(x) are analytic on R except
for non-positive integers, that is, x = 0,−1,−2, ... . Moreover, for an integer k ≥ 0, it holds
that

lim
x→−k

(x + k)Γ(x) =
(−1)k

k!
and lim

x→−k
(x + k)ψ(x) = −1.

Second we state some properties of Pm
ν (x). For Pm

ν (x), the following two lemmas hold:

Lemma 2.2 It holds that P 0
0 (x) ≡ 1 and Pm

m (x) ≡ 0 in (−1, 1) (m ≥ 1). Moreover if
m > ν, then Pm

ν (x) > 0 in (−1, 1) (ν is not an integer) or Pm
ν (x) ≡ 0 in (−1, 1) (ν is an

integer).

Lemma 2.3 Assume that ν ≥ 0 and ν is not an integer. If m is an integer satisfying
0 ≤ m < ν, then it holds that, for any x ∈ (0, 1),

Pm
ν (−1 + 2x) =

(−1)mΓ(ν + m + 1)
Γ(ν − m + 1)m!

x
m
2 (1 − x)

m
2

×

{
(−1)m+1

Γ(−ν)Γ(ν + 1)

[
Pm

ν (1 − 2x) log x

+
∞∑

k=0

(−ν + m)k(ν + m + 1)k

(m + 1)kk!
{ψ(−ν + m + k)

+ψ(ν + m + k + 1) − ψ(k + 1) − ψ(m + k + 1)}xk

]

+
(m − 1)!m!

Γ(−ν + m)Γ(ν + m + 1)
x−m

m−1∑
k=0

(−ν)k(ν + 1)k

(1 − m)kk!
xk

}

with (−1)! := 0.
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2 Zeros of associated Legendre functions and Proof of Theorem 1.1 In this
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j (ν) be the smallest zero of Pm

ν (x) in
(−1, 1). Then zm

j (ν) ∈ C1((j, j + 1)) and zm
j (ν) ↘ −1 as ν ↘ j. Furthermore it holds that

(2.1) zm
j (ν) =



−1 + 2(1 + o(1)) exp

(
− 1

ν − j

)
(m = 0),

−1 + (dj,m + o(1))(ν − j)
1
m (1 ≤ m ≤ j),

where dj,m = 2[m!(m − 1)!(j − m)!/(j + m)!]1/m and o(1) → 0 as ν ↘ j.
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j (ν), we obtain a unique solution ν = νm

j,� to zm
j (ν) = cos(π − �)
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Concerning proofs of Lemmas 2.2 and 2.3, see Appendix. Lemma 2.3 implies that if ν is
not an integer, then Pm

ν (x) tends to ∞ or −∞ as x → −1.
Next we prove a result on the number of zeros of Pm

ν (x). For integers j ≥ 0 and
m = 0, 1, ..., j, it is known that Pm

j (x) has j −m zeros in (−1, 1) (e.g., see p.246 in Sansone
[16]). On the other hand, when ν is not an integer, the following lemma holds:

Lemma 2.4 Let j and m be integers satisfying 0 ≤ m ≤ j. If ν ∈ (j, j + 1) is fixed, then
P m

ν (x) has j − m + 1 zeros in (−1, 1).

Proof. Let m = 0. Then, from Lemma 2.3, we see that, as x → 0, the leading term of
P 0

ν (−1 + 2x) is log x. Hence, from P 0
ν (1) = 1 and

(2.2) Γ(y)Γ(−y + 1) =
π

sinπy
,

(e.g., see p.1 in [15] or Theorem 2.2.3 in Beals and Wong in [10]) it holds that, as x → 0,

P 0
ν (−1 + 2x) = − 1

Γ(−ν)Γ(ν + 1)
P 0

ν (1 − 2x) log x + o(|log x|)

= − sin νπ

π
|log x| + o(|log x|).

(2.3)

On the other hand, let 1 ≤ m ≤ j. Then, from Lemma 2.3, we see that, as x → 0, the
leading term of Pm

ν (−1 + 2x) is x−m/2. Hence, from (2.2), it holds that, as x → 0,

Pm
ν (−1 + 2x) =

(−1)m(m − 1)!(1 − x)
m
2

Γ(ν − m + 1)Γ(−ν + m)
x−m

2 + o(x−m
2 )

= (−1)m+1 (m − 1)! sin(ν − m)π
π

x−m
2 + o(x−m

2 ).

(2.4)

Hence, from (2.3), (2.4) and

sgn(sin(ν − m)π) = (−1)j−m for ν ∈ (j, j + 1),

it holds that

(2.5) sgn(Pm
ν (−1 + 2x)) = (−1)j+1 near x = 0.

Now the number of zeros for Pm
ν (x) (x ∈ (−1, 1)) is denoted by �(Pm

ν ), and we recall
�(Pm

j ) = j − m. We apply the Sturm–Liouville theorem (e.g., see pp.224–225 in [13]) for
(1.4), and, from ν ∈ (j, j + 1), we see that �(Pm

ν ) ≥ �(Pm
j ) = j − m. Similarly, we compare

Pm
ν (x) and Pm

j+1(x), and hence it is proved that �(Pm
ν ) ≤ �(Pm

j+1) = j − m + 1. Thus, for
ν ∈ (j, j + 1), �(Pm

ν ) = j − m or j − m + 1.
From (1.6), sgn(Pm

ν (x)) = (−1)m near x = 1. If �(Pm
ν ) = j − m, then sgn(Pm

ν (x)) =
(−1)j near x = −1, which is inconsistent with (2.5). Therefore �(Pm

ν ) = j − m + 1, and
Lemma 2.4 is proved. �

Now we show Proposition 2.1.

Proof of Proposition 2.1. Fix an integer j ≥ 0 and an integer m ∈ [0, j]. The number
of zeros is already known by Lemma 2.4. Thus it suffices to prove the asymptotic formula
(2.1). The following arguments are divided into three steps.
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Step 1. We prove that the smallest zero zm
j (ν) is of class C1 with respect to ν ∈ (j, j + 1).

Let x = zm
j (ν) be the smallest zero of Pm

ν (x) for ν ∈ (j, j + 1). By Lemma 2.4, the
number of zeros for Pm

ν (x) (x ∈ (−1, 1) and ν ∈ (j, j + 1)) is identically j − m + 1 ≥ 1.
Hence zm

j (ν) always exists for ν ∈ (j, j + 1).
Arbitrarily fix ν = ν0 ∈ (j, j + 1) with z0 := zm

j (ν0), and we prove that zm
j (ν) is of class

C1 near ν0. In fact, by differentiability with respect to a parameter, Pm
ν (x) is differentiable

with respect to x and ν. If (Pm
ν0

)x(z0) = 0 holds, then, by the uniqueness of a solution
to (1.4), Pm

ν0
(z0) = 0 and (Pm

ν0
)x(z0) = 0 imply Pm

ν0
(x) ≡ 0, and it is a contradiction to

Pm
ν0

(x) �≡ 0. Thus (Pm
ν0

)x(z0) �= 0 holds.
Hence, from the implicit function theorem, there exists an implicit function x = z(ν) such

that Pm
ν (z(ν)) = 0 and z(ν) is of class C1 near ν = ν0 (for the implicit function theorem,

e.g., see Theorem 2.3 in Chapter 2 of [1]). By the uniqueness of the implicit function
z(ν) near ν = ν0, zm

j (ν) ≡ z(ν) holds near ν = ν0. Therefore, from the arbitrariness of
ν0 ∈ (j, j + 1), zm

j (ν) ∈ C1((j, j + 1)) holds. Step 1 is finished.

Step 2. We prove that zm
j (ν) ↘ −1 as ν ↘ j.

First we prove that zm
j (ν) → −1 as ν ↘ j. We recall the Gauss hypergeometric function,

and Pm
ν (x) is expressed by using the function (see (4.1) and (4.3) in Appendix). Since the

series (4.1) uniformly converges in any closed interval of (−1, 1], Pm
ν (x) is of class C1 as ν

in x ∈ [−1 + δ, 1] with arbitrarily fixed δ ∈ (0, 2). Hence, when ν varies sufficiently near
j, the number of zeros of Pm

ν (x) in [−1 + δ, 1] is equal to the number of zeros of Pm
j (x) in

[−1 + δ, 1].
Assume that zm

j (ν) �→ −1 as ν ↘ j. Then we can take δ > 0 such that

(2.6) zm
j (ν) ∈ [−1 + δ, 1] as ν ↘ j

and all of zeros of Pm
j (ν) are contained in [−1 + δ, 1]. Since the number of zeros of Pm

ν (x)
does not varies near ν = j, there exists j − m zeros of Pm

ν (x) in [−1 + δ, 1) near ν = j.
On the other hand, by Lemma 2.4, Pm

ν (x) has j−m+1 zeros in (−1, 1) if ν ∈ (j, j +1).
Thus zm

j (ν) ∈ (−1,−1 + δ) for ν > j near j, and it is inconsistent with (2.6). Therefore
zm
j (ν) → −1 as ν ↘ j.

Next we show that zm
j (ν) ↘ −1 as ν ↘ j. Arbitrarily fix a zero z0 of Pm

ν (x). By the
uniqueness of a solution to (1.4), Pm

ν (x) ≡ 0 if (Pm
ν )x(z0) = 0. Hence if Pm

ν (x) �≡ 0, then it
holds that

(Pm
ν )x(z0) �= 0.

On the other hand, a solution ν of Pm
ν (z0) = 0 is simple (e.g., see p.241 in [13]), that is,

(Pm
ν )ν(z0) �= 0.

Thus, since

0 =
d

dν

[
Pm

ν (zm
j (ν))

]
= (Pm

ν )ν(zm
j (ν)) + (Pm

ν )x(zm
j (ν)) · (zm

j )ν(ν),

it holds that

(2.7) (zm
j )ν(ν) = −

(Pm
ν )ν(zm

j (ν))
(Pm

ν )x(zm
j (ν))

�= 0 for ν ∈ (j, j + 1).

Since zm
j (ν) → −1 as ν ↘ j, there exists some ν = νa > j such that (zm

j )ν(νa) > 0.
If there exists some ν = νb ∈ (j, νa) such that (zm

j )ν(νb) < 0, then, by the continuity of
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Thus zm
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j (ν)) + (Pm
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it holds that
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(zm
j )ν(ν), there exists some νc ∈ [νb, νa] such that (zm

j )ν(νc) = 0, and it is a contradiction
to (2.7). Therefore Step 2 is finished.

Step 3. The asymptotic formula (2.1) is proved.

We define

ζm
j (ν) :=

1 + zm
j (ν)
2

.

Since zm
j (ν) ↘ −1 as ν ↘ j, it follows that ζm

j (ν) ↘ 0 as ν ↘ j.
We assume m = 0. Then, from Lemma 2.3, it holds that ,

(2.8) −P 0
ν (1 − 2ζ0

j (ν)) log ζ0
j (ν) = ψ(−ν) + ψ(ν + 1) − 2ψ(1) + R0

jζ
0
j (ν) as ν ↘ j,

where

(2.9) R0
j =

∞∑
k=1

(−ν)k(ν + 1)k

(k − 1)2k!
{ψ(−ν + k) + ψ(ν + k + 1) − 2ψ(k + 1)}(ζ0

j (ν))k−1.

Now we prove

(2.10) |(ν − j)R0
j | ≤ C0 as ν ↘ j,

where C0 > 0 is independent of ν near j.
To prove (2.10), we first show that

(2.11) |(ν − j)ψ(−ν + k)| ≤ k + C for ν ∈
(

j, j +
1
2

)
,

where C > 0 is independent of ν and k ≥ 1. In fact, from Lemma 2.1, we obtain

lim
ν↘j

(ν − j)ψ(−ν + k) = − lim
s↗−(j−k)

{s + (j − k)}ψ(s)

=

{
1 (k ≤ j)
0 (k > j)

(2.12)

with an integer k. For k ≤ j, (2.11) immediately follows from (2.12).
On the other hand, we assume k > j. From the following equality (e.g., see p.34 in [10])

(2.13) ψ(x + 1) = ψ(x) +
1
x

,

it follows that

(2.14) ψ(−ν + k) = ψ(−ν + j + 1) +
k−j−1∑

l=1

1
−ν + k − l

with
∑0

l=1(−ν + k − l)−1 = 0. Here (ν − j)ψ(−ν + j + 1) → 0 as ν ↘ j. Moreover, from
l ∈ [1, k − j − 1], it holds that

ν − j

−ν + k − l
≤ ν − j

−ν + j + 1
< 1 for ν ∈

(
j, j +

1
2

)
.

Hence we obtain (2.11) for k > j.
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Similarly, from (2.13), it follows that

ψ(ν + k + 1) = ψ(ν + 1) +
k−1∑
l=0

1
ν + k − l

,(2.15)

ψ(k + 1) = ψ(1) +
k−1∑
l=0

1
k − l

.(2.16)

Since (2.15) and (2.16) do not have singularity as ν ↘ j, it holds that, for ν ∈ (j, j + 2−1),

|(ν − j)ψ(ν + k + 1)| ≤ k + C,(2.17)
|(ν − j)ψ(k + 1)| ≤ k + C,(2.18)

where C > 0 is independent of ν and k ≥ 1.
Let

(2.19) ak(ν) :=
����
(−ν)k(ν + 1)k

(k − 1)!k!
{ψ(−ν + k) + ψ(ν + k + 1) − 2ψ(k + 1)}(ζ0

j (ν))k−1

���� .

Then, from (2.11), (2.17) and (2.18), it follows that

(2.20) |(ν − j)ak(ν)| 1
k ≤

����
(−ν)k(ν + 1)k

(k − 1)!k!

����
1
k

· 4 1
k (k + C)

1
k ζ0

j (ν).

Now we prove that

(2.21)
����
(−ν)k(ν + 1)k

(k − 1)!k!

����
1
k

→ 1 as k → ∞

and the asymptotic formula (2.21) is uniform with respect to ν sufficiently near j. For the
purpose we use the following result (e.g., see Corollary 2.1.4 in [10])

(2.22) lim
k→∞

(a)k

(b)k
kb−a =

Γ(b)
Γ(a)

,

where a, b �= 0,−1,−2, .... From (2.22), we obtain

lim
k→∞

(−ν)k(ν + 1)k

(k − 1)!k!
=

Γ(1)
Γ(−ν)Γ(ν + 1)

,

and hence (2.21) holds. Moreover, since |Γ(−ν)| → ∞ as ν ↘ j, (2.21) is uniform with
respect to ν near j.

Therefore, from (2.20), (k + C)1/k → 1 (k → ∞) and ζ0
j (ν) ↘ 0 (ν ↘ j), we obtain

(2.23) |(ν − j)ak(ν)| ≤ ck for sufficiently near ν = j,

where a constant c ∈ (0, 1) is independent of ν (near j) and k. Hence, by (2.9), (2.19),
(2.23) and the majorant test, it holds that

|R0
j (ν − j)| ≤

∞∑
k=1

|(ν − j)ak(ν)| ≤ C0
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|(ν − j)ak(ν)| ≤ C0
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with some C0 > 0 which is independent of ν near j.
Hence, from P 0

ν (1) = 1, (2.8), (2.10) and (2.12), the singularity coming from log ζ0
j (ν)

must be canceled by ψ(−ν) as ν ↘ j. Namely we obtain

(ν − j) log ζ0
j (ν) = −1 + o(1) as ν ↘ j,

where o(1) → 0 as ν ↘. Therefore, from zm
j (ν) = −1 + 2ζm

j (ν), (2.1) holds for m = 0.
Next we assume 1 ≤ m ≤ j. The proof is similar to that of the case m = 0. Namely,

from Lemma 2.3 and Pm
ν (−1 + 2ζm

j (ν)) ≡ 0, it follows that, as ν ↘ j,

m!(m − 1)!
Γ(−ν + m)Γ(ν + m + 1)

(1 + Lm
j ζm

j (ν))(ζm
j (ν))−m +

(−1)m+1Pm
ν (1 − 2ζm

j (ν))
Γ(−ν)Γ(ν + 1)

log ζm
j (ν)

=
(−1)m

Γ(−ν)Γ(ν + 1)m!
{ψ(−ν + m) + ψ(ν + m + 1) − ψ(1) − ψ(m + 1)} + Rm

j ζm
j (ν),

where

Lm
j =

m−1∑
k=1

(−ν)k(ν + 1)k

(1 − m)kk!
(ζm

j (ν))k−1,

and

Rm
j =

∞∑
k=1

(−ν + m)k(ν + m + 1)k

(m + 1)kk!

× {ψ(−ν + m + k) + ψ(ν + m + k + 1) − ψ(k + 1) − ψ(m + k + 1)}(ζm
j (ν))k−1.

By similar arguments to the case m = 0, we obtain

|Lm
j | ≤ C,(2.24)

|(ν − j)Rm
j | ≤ C,(2.25)

where C > 0 is independent of ν near j (we apply (2.12), (2.13) and (2.22)).
Now we remark that, as ν ↘ j, it holds that (ζm

j (ν))m log ζm
j (ν) = o(1). Hence, from

(2.12), (2.24), (2.25) and Pm
ν (1) = 0, the singularity coming from (ζm

j (ν))−m must be
canceled by ψ(−ν + m). Namely we obtain, as ν ↘ j,

(2.26) (ν−j)(1+o(1))(ζm
j (ν))−m =

(−1)mΓ(−ν + m)Γ(ν + m + 1)
m!(m − 1)!Γ(−ν)Γ(ν + 1)

(ν−j)ψ(−ν+m)+o(1),

where o(1) → 0 as ν ↘ j. From Lemma 2.1, it holds that

(2.27) lim
ν↘j

Γ(−ν + m)
Γ(−ν)

=
(−1)j−m+1

(j − m)!
× j!

(−1)j+1
=

(−1)−mj!
(j − m)!

.

Thus, from (2.12), (2.26) and (2.27) and Γ(j + m + 1) = (j + m)!, it holds that

lim
ν↘j

(ν − j)(ζm
j (ν))−m =

(j + m)!
m!(m − 1)!(j − m)!

Therefore, from zm
j (ν) = −1 + 2ζm

j (ν), we obtain (2.1) with 1 ≤ m ≤ j. Now all of steps
are finished, and Proposition 2.1 is completely shown. �
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Theorem 1.1 follows from Proposition 2.1.

Proof of Theorem 1.1. We prove the existence of ν satisfying

Pm
ν (cos(π − �)) = 0

and investigate its behavior as � → 0. Here we take zm
j (ν) which is the same definition as

in Proposition 2.1.
Since zm

j (ν) ↘ −1 as ν ↘ j (see Proposition 2.1), the equation

(2.28) zm
j (ν) = cos(π − �)

has a unique solution ν = νm
j,� for a sufficiently small � > 0. Moreover λm

j,� := νm
j,�(ν

m
j,� + 1)

is an eigenvalue of (1.2).
Next if m ≥ ν, then, from Lemma 2.2, Pm

ν (cos θ) does not have a zero in (0, π − �) or
Pm

ν (cos θ) ≡ 0. Therefore, for ν ∈ (j, j + 1), there exist exactly (j + 1) eigenvalues.
Finally we show (1.9). From (2.28), it follows that

zm
j (νm

j,�) = −1 +
1
2
�2 + O(�4) as � → 0.

Thus, from Proposition 2.1, it holds that

1
2
�2 + O(�4) =




2(1 + o(1)) exp

(
− 1

νm
j,� − j

)
(m = 0),

(dj,m + o(1))(νm
j,� − j)

1
m (1 ≤ m ≤ j),

where o(1) → 0 as � → 0. Hence, as � → 0, we obtain

νm
j,� =




j +
1

2| log �|
+ o

(
1

| log �|

)
(m = 0),

j + cj,m�2m + o(�2m) (1 ≤ m ≤ j),

where cj,m = (2dj,m)−m = (j +m)!/[4mm!(m−1)!(j−m)!]. Recall λ = ν(ν +1) (see (1.3)),
and (1.9) is shown. Now Theorem 1.1 is proved. �

3 Proof of Theorem 1.2 In Section 2, we investigated eigenvalues {λm
j,�} of (1.2). In

this section we prove that {λm
j,�} are bifurcation points of (1.1).

We use the Lyapunov–Schmidt reduction method, that is, we consider our problem by
dividing C2,α(Bπ−�) into the eigenspace corresponding to λm

j,� and its orthogonal comple-
ment.

We introduce the Banach spaces

X := {u ∈ C2,α(Bπ−�) | u = 0 on ∂Bπ−�},
Y := Cα(Bπ−�).

Then the following function

f(λ, u) := ∆S2u + λu + |u|p−1u

satisfies f ∈ C1(R × X ;Y) for 1 < p < ∞. We see that u ≡ 0 is a solution to f(λ, u) = 0.
In arguments below, we show that there exists a non-trivial solution u ∈ X to f(λ, u) = 0
near λ = λm

j,� and u ≡ 0.
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For convenience let λ∗ := λm
j,�, and we define

L := fu(λ∗, 0) = ∆S2 + λ∗,

V := Ker(L),
R := Ran(L),

where Ker(L) and Ran(L) denote the kernel of L and the range of L, respectively. From
Theorem 1.1, the dimension of V is 1 or 2. Moreover L : X → Y is continuous, and V and
R are closed subspaces of X and Y, respectively. Moreover we define the following inner
product

〈u, v〉 :=
∫ π−�

0

∫ 2π

0

uv sin θdθdϕ (u, v ∈ Y).

For this inner product, the orthogonal complement W of V is defined, and it holds that

X = V ⊕W.

We remark that L : W → R is one-to-one and onto.
On the other hand, as for R, the following lemma holds:

Lemma 3.1 Let u ∈ Y. Then u belongs to R ⊂ Y if and only if

〈u, v〉 = 0 for any v ∈ V.

Lemma 3.1 is proved in Appendix. Lemma 3.1 implies that Y is expressed as

(3.1) Y = R⊕ V.

By (3.1), we define orthogonal projections

Q : Y → R,

P : Y → V.

From preliminaries above we show the existence of non-trivial solutions to f(λ, u) = 0.
Let µ := λ − λ∗, and we seek a solution whose form is

(3.2) u = |µ|
1

p−1 (v + w) with v ∈ V and w ∈ W.

Namely we solve
f(µ + λ∗, |µ|

1
p−1 (v + w)) = 0,

We define

h(µ, v, w) :=
1

|µ|
1

p−1
f(µ + λ∗, |µ|

1
p−1 (v + w))

= Lw + µ(v + w) + |µ||v + w|p−1(v + w)

For µ �= 0, h(µ, v, w) = 0 is equivalent to f(µ + λ∗, µ
1/(p−1)(v + w)) = 0.

In fact we can find a non-trivial solution to h(µ, v, w) = 0 for µ < 0, where

h(µ, v, w) = Lw + µ(v + w) − µ|v + w|p−1(v + w).

On the other hand, by arguments below, we cannot find a non-trivial solution to f(µ +
λ∗, u) = 0 with µ > 0 (in fact, for µ > 0, we only obtain a trivial solution by the implicit
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function theorem in proofs of Proposition 3.2 or 3.3 below). Therefore we only consider the
case µ ≤ 0.

By orthogonal projections Q and P , h(µ, v, w) = 0 is equivalent to the following simul-
taneous equations

Qh(µ, v, w) = 0,(3.3)
Ph(µ, v, w) = 0.(3.4)

Arguments below are divided into the following two steps:

(s1) we show that there exists a function l(µ, v) such that Qh(µ, v, l(µ, v)) = 0,

(s2) we solve Ph(µ, v, l(µ, v)) = 0 and find a non-trivial solution v = v(µ).

Step (s1). Let

(3.5) J(µ, v, w) := Qh(µ, v, w) = Lw + µw − µQ|v + w|p−1(v + w).

For J(µ, v, w), the following proposition holds:

Proposition 3.1 Assume v∗ ∈ V. Then there exists l ∈ C1((−δ0, 0] × V∗;W0) such that
J(µ, v, w) = 0 implies w = l(µ, v), where δ0 > 0 is some constant, V∗ ⊂ V and W0 ⊂ W
are neighborhoods of v∗ ∈ V and 0 ∈ W, respectively. Namely l(0, v∗) = 0 holds.

Proof. From (3.5), we obtain
J(0, v∗, 0) = 0,

and
Jw(0, v∗, 0)[ξ] = Lξ for any ξ ∈ W.

Therefore, by the implicit function theorem, Proposition 3.1 holds. �

Here we remark that v∗ is arbitrarily fixed, and l(µ, v) depends on v∗ ∈ V. In addition,
for l(µ, v), the following Lemma 3.2 holds:

Lemma 3.2 For l(µ, v) defined in Proposition 3.1, it holds that

lv(0, v∗) = 0.

Proof. From J(µ, v, l(µ, v)) = 0 and (3.5), it holds that

(3.6) Ll(µ, v) + µl(µ, v) − µQ|v + l(µ, v)|p−1(v + l(µ, v)) = 0.

Differentiating (3.6) by v, we obtain

Llv(µ, v)[ξ] + µlv(µ, v)[ξ] − µpQ|v + l(µ, v)|p−1(ξ + lv(µ, v)[ξ]) = 0 for any ξ ∈ V.

Hence, by substituting µ = 0 and v = v∗, we obtain

(3.7) Llv(0, v∗)[ξ] = 0 for any ξ ∈ V.

From (3.7) and Proposition 3.1, it follows that lv(0, v∗)[ξ] ∈ V ∩ W = {0} for any ξ ∈ V.
Therefore, from the arbitrariness of ξ ∈ V, Lemma 3.2 is shown. �

Lemma 3.2 is required in arguments below.
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Step (s2). Next we consider (3.4). Hereafter let w = l(µ, v) which is defined in Proposi-
tion 3.1. Let

(3.8) K(µ, v) := Ph(µ, v, l(µ, v)) = µv − µP |v + l(µ, v)|p−1(v + l(µ, v)).

We show the existence of v = v(µ) �≡ 0 satisfying K(µ, v) = 0 by dividing a proof into two
cases, that is, the dimension of V is 1 or 2.

First we consider the case that the dimension of V is 1. Then, from Theorem 1.1, it
follows that

(3.9) V = {tP 0
ν (cos θ) | t ∈ R},

where νm
j,� is abbreviated to ν. Then the following proposition holds.

Proposition 3.2 Assume 1 < p < ∞ and ν = ν0
j,�. Let M0 > 0 satisfy

(3.10)
∫ π−�

0

{
|P 0

ν (cos θ)|2 − Mp−1
0 |P 0

ν (cos θ)|p+1
}

sin θdθ = 0.

Then there exist a constant δ > 0 and a C1-function t(µ) such that

K(µ, t(µ)M0P
m
ν (cos θ)) = 0 for µ ≤ 0,

where t(0) = 1 and |t(µ) − 1| + |µ| < δ.

Proof. Let
v∗ := M0P

0
ν (cos θ).

Then, by Proposition 3.1, there exists an implicit function w = l(µ, v) satisfying (3.3) and
l(0, v∗) = 0. From (3.8) and (3.9), it follows that

K(µ, tv∗) = µa0
νN(µ, t)P 0

ν (cos θ)

N(µ, t) := 〈P 0
ν (cos θ), h(µ, tv∗, l(µ, tv∗))〉

= 〈P 0
ν (cos θ), tv∗ − |tv∗ + l(µ, tv∗)|p−1(tv∗ + l(µ, tv∗)[v∗])〉.

Here (a0
ν)−1 = 2π

∫ π−�

0
|P 0

ν (cos θ)|2 sin θdθ. We remark N(µ, t) = 0 (µ �= 0) is equivalent to
K(µ, tv∗) = 0. We show that there exists some t(µ) satisfying N(µ, t(µ)) = 0 by the implicit
function theorem. For the purpose it suffices to prove that N(0, 1) = 0 and Nt(0, 1) �= 0.

From (3.10) and l(0, v∗) = 0, we obtain

N(0, 1) = 2πM0

∫ π−�

0

{
|P 0

ν (cos θ)|2 − Mp−1
0 |P 0

ν (cos θ)|p+1
}

sin θdθ

= 0.

Moreover, from direct calculation, it follows that

Nt(µ, t) = 〈P 0
ν (cos θ), v∗ − p|tv∗ + l(µ, tv∗)|p−1(v∗ + lv(µ, tv∗)[v∗])〉.

Hence, from lv(0, v∗) (see Lemma 3.2) and (3.10), we obtain

Nt(0, 1) = 2πM0

∫ π−�

0

{
|P 0

ν (cos θ)|2 − pMp−1
0 |P 0

ν (cos θ)|p+1
}

sin θdθ

= −2π(p − 1)Mp
0

∫ π−�

0

|P 0
ν (cos θ)|p+1 sin θdθ < 0.
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Therefore, by the implicit function theorem, there exist a constant δ > 0 and a C1-function
t(µ) such that

N(µ, t(µ)) = 0 for µ ≤ 0,

where t(0) = 1 and |t(µ)−1|+|µ| < δ. Since K(µ, t(µ)v∗) = 0 is equivalent to N(µ, t(µ)) = 0
(µ �= 0) and t(0) = 1, Proposition 3.2 is proved. �

Second we consider the case that the dimension of V is 2. Then, from Theorem 1.1, it
follows that

(3.11) V = {Pm
ν (cos θ)(t cos mϕ + s sinmϕ) | t, s ∈ R} with 1 ≤ m ≤ j.

Then, for K(µ, v) defined in (3.8), the following lemma holds:

Proposition 3.3 Assume 1 < p < ∞, 1 ≤ m ≤ j and ν = νm
j,�. Let Mm > 0 satisfy

∫ π−�

0

{
|Pm

ν (cos θ)|2

−Mp−1
m

[
1
π

∫ 2π

0

| cos mϕ|p+1dϕ

]
|Pm

ν (cos θ)|p+1

}
sin θdθ = 0.

(3.12)

Then there exist a constant δ > 0 and C1-functions t(µ), s(µ) such that

K(µ, t(µ)MmPm
ν (cos θ) cos mϕ + s(µ)MmPm

ν (cos θ) cos mϕ) = 0 for µ ≤ 0,

where 0 ≤ m ≤ j, t(0) = t∗ s(0) = s∗ and |t(µ)− t∗|+ |s(µ)− s∗|+ |µ| < δ. Here t∗, s∗ ∈ R
is arbitrarily taken such that t2∗ + s2

∗ = 1, t∗ �= 0 and s∗ �= 0.

Proof. Let

v(t, s) := Mm (tPm
ν (cos θ) cos mϕ + sPm

ν (cos θ) sinmϕ) .

Moreover we arbitrary fix t∗ and s∗ satisfying t2∗ + s2
∗ = 1. In addition let v∗ := v(t∗, s∗).

Then, by Proposition 3.1, there exists an implicit function l(µ, v) for v∗.
From (3.8) and (3.11), K(µ, v) is expressed as

K(µ, v) = µam
ν {N1(µ, t)Pm

ν (cos θ) cos mϕ + N2(µ, t)Pm
ν (cos θ) sinmϕ},

and

N1(µ, t, s) := 〈Pm
ν (cos θ) cos mϕ, v − |v + l(µ, v)|p−1(v + l(µ, v))〉,(3.13)

N2(µ, t, s) := 〈Pm
ν (cos θ) sinmϕ, v − |v + l(µ, v)|p−1(v + l(µ, v))〉,(3.14)

where (am
ν )−1 =

∫ π−�

0
|Pm

ν (cos θ)|2 sin θdθ
∫ 2π

0
| cos mϕ|2dϕ = π

∫ π−�

0
|Pm

ν (cos θ)|2 sin θdθ.
The equation K(µ, v) = 0 (µ �= 0) is equivalent to

(3.15) N1(µ, t, s) = N2(µ, t, s) = 0.

Thus it suffices to show the existence of non-trivial solutions t = t(µ) and s = s(µ) to (3.15),
and we prove it by using the implicit function theorem.
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π
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From (3.8) and (3.11), K(µ, v) is expressed as

K(µ, v) = µam
ν {N1(µ, t)Pm

ν (cos θ) cos mϕ + N2(µ, t)Pm
ν (cos θ) sinmϕ},

and

N1(µ, t, s) := 〈Pm
ν (cos θ) cos mϕ, v − |v + l(µ, v)|p−1(v + l(µ, v))〉,(3.13)

N2(µ, t, s) := 〈Pm
ν (cos θ) sinmϕ, v − |v + l(µ, v)|p−1(v + l(µ, v))〉,(3.14)

where (am
ν )−1 =

∫ π−�

0
|Pm

ν (cos θ)|2 sin θdθ
∫ 2π

0
| cos mϕ|2dϕ = π

∫ π−�

0
|Pm

ν (cos θ)|2 sin θdθ.
The equation K(µ, v) = 0 (µ �= 0) is equivalent to

(3.15) N1(µ, t, s) = N2(µ, t, s) = 0.

Thus it suffices to show the existence of non-trivial solutions t = t(µ) and s = s(µ) to (3.15),
and we prove it by using the implicit function theorem.
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From direct calculation, it follows that

N1(0, t∗, s∗)

= Mm

∫ π−�

0

|Pm
ν (cos θ)|2 sin θdθ

∫ 2π

0

(t∗ cos2 mϕ + s∗ sinmϕ cos mϕ)dϕ

− Mp
m

∫ π−�

0

|Pm
ν (cos θ)|p+1 sin θdθ

×
∫ 2π

0

|t∗ cos mϕ + s∗ sinmϕ|p−1(t∗ cos2 mϕ + s∗ sinmϕ cos mϕ)dϕ.

(3.16)

We see that
∫ 2π

0
cos2 mϕdϕ = π and

∫ 2π

0
sinmϕ cos mϕdϕ = 0. Moreover let

cos β := t∗ and sinβ := s∗.

In addition, since | cos mϕ|p−1 cos mϕ sinmϕ is odd and periodic, it holds that

(3.17)
∫ 2π

0

| cos mϕ|p−1 cos mϕ sinmϕdϕ =
∫ π

−π

| cos mϕ|p−1 cos mϕ sinmϕdϕ = 0.

Hence, from (3.17), it holds that
∫ 2π

0

|t∗ cos mϕ + s∗ sinmϕ|p−1(t∗ cos2 mϕ + s∗ sinmϕ cos mϕ)dϕ

=
∫ 2π

0

| cos(mϕ − β)|p−1 cos(mϕ − β) cos mϕdϕ

=
∫ 2π

0

| cos mϕ|p−1 cos mϕ cos(mϕ + β)dϕ

=
∫ 2π

0

| cos mϕ|p−1 cos mϕ(t∗ cos mϕ − s∗ sin mϕ)dϕ

= t∗Dpπ + s∗

∫ 2π

0

| cos mϕ|p−1 cos mϕ sinmϕdϕ

= t∗Dpπ

with

Dp :=
1
π

∫ 2π

0

| cos mϕ|p+1dϕ =
1
π

∫ 2π

0

| cos ϕ|p+1dϕ (m ≥ 1).

Thus, from (3.12) and (3.16), we obtain

N1(0, t∗, s∗) = t∗Mmπ

∫ π−�

0

{
|Pm

ν (cos θ)|2 − Mp−1
m Dp|Pm

ν (cos θ)|p+1
}

sin θdθ

= 0.

Similarly, since it holds that
∫ 2π

0

|t∗ cos mϕ + s∗ sinmϕ|p−1(t∗ cos mϕ + s∗ sinmϕ) sin mϕdϕ = s∗Dpπ,

we obtain

N2(0, t∗, s∗) = s∗Mmπ

∫ π−�

0

{
|Pm

ν (cos θ)|2 − Mp−1
m Dp|Pm

ν (cos θ)|p+1
}

sin θdθ

= 0.
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Next, from direct calculation, it holds that

(N1)t(µ, t, s) =〈Pm
ν (cos θ) cos mϕ,MmPm

ν (cos θ) cos mϕ

− pMm|v + l(µ, v)|p−1(1 + lv(µ, v))Pm
ν (cos θ) cos mϕ〉.

Thus it holds that

(N1)t(0, t∗, s∗) = Mmπ

∫ π−�

0

|Pm
ν (cos θ)|2 sin θdθ

− pMp
mπ

∫ π−�

0

|Pm
ν (cos θ)|p+1 sin θdθ

×
∫ 2π

0

|t∗ cos mϕ + s∗ sin mϕ|p−1 cos2 mϕdϕ.

(3.18)

Here, from (3.17), it follows that
∫ 2π

0

|t∗ cos mϕ + s∗ sin mϕ|p−1 cos2 mϕdϕ

=
∫ 2π

0

| cos mϕ|p−1 cos2(mϕ + β)dϕ

=
∫ 2π

0

| cos mϕ|p−1(t∗ cos mϕ − s∗ sinmϕ)2dϕ

= t2∗

∫ 2π

0

| cos mϕ|p−1 cos2 mϕdϕ + s2
∗

∫ 2π

0

| cos mϕ|p−1 sin2 mϕdϕ.

Since
∫ 2π

0

| cos mϕ|p−1 sin2 mϕdϕ

=
[
− 1

mp
| cos mϕ|p−1 cos mϕ sinmϕ

]2π

0

+
1
p

∫ 2π

0

| cos mϕ|p+1dϕ

=
1
p

∫ 2π

0

| cos mϕ|p+1dϕ,

we obtain ∫ 2π

0

|t∗ cos mϕ + s∗ sin mϕ|p−1 cos2 mϕdϕ = Dpπ

(
t2∗ +

s2
∗
p

)
.

Hence, from (3.18), it holds that

(N1)t(0, t∗, s∗) = Mmπ

∫ π−�

0

|Pm
ν (cos θ)|2 sin θdθ

−
(
pt2∗ + s2

∗
)
Mp

mDpπ

∫ π−�

0

|Pm
ν (cos θ)|p+1 sin θdθ.

From (3.12) and pt2∗ + s2
∗ > 1, we obtain (N1)t(0, t∗, s∗) < 0.

On the other hand, it holds that

(N1)s(µ, t, s) =〈Pm
ν (cos θ) cos mϕ,MmPm

ν (cos θ) sinmϕ

− p|v + l(µ, v)|p−1(1 + lv(µ, v))MmPm
ν (cos θ) sinmϕ〉.
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Thus, by similar calculation above, we obtain

(N1)s(0, t∗, s∗) = Mmπ

∫ π−�

0

|Pm
ν (cos θ)|2 sin θdθ

∫ 2π

0

cos mϕ sin mϕdϕ

− pMp
mDpπ

∫ π−�

0

|Pm
ν (cos θ)|p+1 sin θdθ

×
∫ 2π

0

|t∗ cos mϕ + s∗ sin mϕ|p−1 cos mϕ sinmϕdϕ

= 0.

Similarly, since (3.12) and t2∗ + ps2
∗ > 1, it follows that

(N2)t(0, t∗, s∗) = 0,

(N2)s(0, t∗, s∗) = Mmπ

∫ π−�

0

|Pm
ν (cos θ)|2 sin θdθ

−
(
t2∗ + ps2

∗
)
Mp

mDpπ

∫ π−�

0

|Pm
ν (cos θ)|p+1 sin θdθ

< 0.

Therefore, by the implicit function theorem, there exists a constant δ > 0 and C1-
functions t(µ) and s(µ) such that, for |t(µ) − t∗| + |s(µ) − s∗| + |µ| < δ, it holds that

(3.19) N1(µ, t(µ), s(µ)) = N2(µ, t(µ), s(µ)) = 0

with t(0) = t∗ and s(0) = s∗. Since K(µ, t(µ)v(t(µ), s(µ))) = 0 is equivalent to (3.19) with
µ �= 0, Proposition 3.3 is proved. �

Proposition 3.3 is considered in the case of t∗ �= 0 and s∗ �= 0. If t∗ = 0 (or s∗ = 0),
then (N1)t(0, 0, 1) = 0 (or (N2)s(0, 1, 0) = 0), and hence the argument in Proposition 3.3 is
not valid (we cannot apply the implicit function theorem). Thus we show Proposition 3.3
in the case of t∗ = 0 or s∗ = 0 by another method. Namely we prove that N1(µ, 0, s) ≡ 0
(N2(µ, t, 0) ≡ 0) holds if t∗ = 0 (s∗ = 0), and we follows the same argument as in the proof
of Proposition 3.2.

We prepare for a proof of the case t∗ = 0 or s∗ = 0. For J(µ, v, w) defined in (3.5), we
remark that

J(µ,−v,−w) = −Lw − µw − µQ|v + w|p−1(−v − w) = −J(µ, v, w).(3.20)

From Proposition 3.1 and (3.20), it holds that

J(µ,−v,−l(µ, v)) = J(µ, v, l(µ, v)) = 0.

Hence we extend l(µ, v) for −v (v ∈ V∗) by

(3.21) l(µ,−v) := −l(µ, v).

and then J(µ,−v, l(µ,−v)) = 0 holds. Thus, from (3.8) and (3.21), it follows that

K(µ,−v) = Ph(µ,−v, l(µ,−v)) = −Ph(µ, v, l(µ, v)) = −K(µ, v).

Hence if K(µ, v) = 0 holds for the extended l(µ, v), then K(µ,−v) = 0 also holds.
Now we prove the following lemma.
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Lemma 3.3 Assume the same assumption as in Proposition 3.3 and extend l(µ, v) by
(3.21). If t∗ = 0 (s∗ = 0) for N1(µ, t, s) and N2(µ, t, s) as in (3.13) and (3.14), then it
holds that N1(µ, 0, s) ≡ 0 (N2(µ, t, 0) ≡ 0) near µ = 0 and s = 1 (µ = 0 and t = 1).

Proof. First we assume t∗ = 0. Let v1 = v1(θ, ϕ; s) := sMmPm
ν (cos θ) sinmϕ. Then,

from
∫ 2π

0
cos mϕ sin mϕdϕ = 0, it follows that

N1(µ, 0, s) = sMm

∫ π−�

0

|Pm
ν (cos θ)|2 sin θdθ

∫ 2π

0

cos mϕ sin mϕdϕ

− Mp
m

∫ π−�

0

{∫ 2π

0

V1(θ, ϕ; s) cos mϕdϕ

}
Pm

ν (cos θ) sin θdθ

= −Mp
m

∫ π−�

0

{∫ 2π

0

V1(θ, ϕ; s) cos mϕdϕ

}
Pm

ν (cos θ) sin θdθ

with

V1(θ, ϕ; s) := |v1(θ, ϕ; s) + l(µ, v1(θ, ϕ; s))|p−1(v1(θ, ϕ; s) + l(µ, v1(θ, ϕ; s)))

The function v1(θ, ϕ; s) is odd and periodic with respect to ϕ. Moreover, from (3.21), it
holds that

l(µ, v1(θ,−ϕ; s)) = l(µ, sMmPm
ν (cos θ) sinm(−ϕ))

= l(µ,−sMmPm
ν (cos θ) sinmϕ)

= −l(µ, v1(θ, ϕ; s)).

Hence V1(θ, ϕ; s) is odd and periodic with respect to ϕ, and it holds that
∫ 2π

0

V1(θ, ϕ; s) cos mϕdϕ =
∫ π

−π

V1(θ, ϕ; s) cos mϕdϕ = 0.

Therefore we obtain
N1(µ, 0, s) ≡ 0 near (µ, s) = (0, 1).

Next we assume s∗ = 0. Let v2 = v2(θ, ϕ; t) := tMmPm
ν (cos θ) cos mϕ. Then, from∫ 2π

0
cos mϕ sin mϕdϕ = 0, it follows that

N2(µ, t, 0) = −Mp
m

∫ π−�

0

{∫ 2π

0

V2(θ, ϕ; s) sin mϕdϕ

}
Pm

ν (cos θ) sin θdθ

with

V2(θ, ϕ; t) := |v2(θ, ϕ; s) + l(µ, v2(θ, ϕ; s))|p−1(v2(θ, ϕ; s) + l(µ, v2(θ, ϕ; s)))

Since v2(θ, ϕ; t) is even and periodic with respect to ϕ, l(µ, v2(θ, ϕ; t)) is also even and
periodic with respect to ϕ. Therefore, since cos mϕ sin mϕ and V2(θ, ϕ; t) sinmϕ are odd
and periodic with respect to ϕ, we obtain

N2(µ, t, 0) ≡ 0 near (µ, t) = (0, 1).

Lemma 3.3 is proved. �

Lemma 3.3 implies that if V is restricted to Vc := {tPm
ν (cos θ) cos mϕ | t ∈ R} (or

Vs := {tPm
ν (cos θ) sin mϕ | t ∈ R}), then the dimension of the range of P (µ, v, l(µ, v))

(v ∈ Vc) is 1. Hence, by similar arguments to Proposition 3.2, we can prove the existence
of a non-trivial solution:
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Proposition 3.4 Assume the same assumptions as in Proposition 3.3. Then, for t∗ = 0
or s∗ = 0, there exists a nontrivial solution of K(µ, v) = 0.

Proof. First we assume s∗ = 0, and then t∗ = 1 (t2∗ + s2
∗ = 1). We define

Vc := {tPm
ν (cos θ) cos mϕ | t ∈ R}.

For Vc, we define

Xc := Vc ⊕W,

Yc := Vc ⊕R.

Let vc(t) := tPm
ν (cos θ) cos mϕ. We restrict f(λ, u) : Xc → Yc. Then, by almost the

same arguments as in the proof of Proposition 3.1, we can prove that there exists an implicit
function l(µ, v) near (µ, v) = (0, Pm

ν (cos θ) cos mϕ) such that

(3.22) N1(µ, t) = 0 for |µ| + |t − 1| < δ

with some δ > 0. On the other hand, by Lemma 3.3, N2(µ, t) = 0 also holds. Since
N1(µ, t) = N2(µ, t) = 0 is equivalent to K(µ, vc(t)) = 0, Proposition 3.4 with s∗ = 0 is
proved.

Next we assume t∗ = 0, and then s∗ = 1. Let vs(t) := sPm
ν (cos θ) sin mϕ, and we define

Vs := {tPm
ν (cos θ) sinmϕ | t ∈ R},

Xs := Vs ⊕W,

Ys := Vs ⊕R.

Now we replace Vc, Xc and Yc with Vs, Xs and Ys, respectively. Then, from almost the
same arguments above, Proposition 3.4 with t∗ = 0 is proved. �

From Propositions 3.2–3.4, Theorem 1.2 follows.

Proof of Theorem 1.2. Recall (3.2) and Proposition 3.1. If m = 0, then, from arguments
above and Proposition 3.2, we see that, for µ ≤ 0 near µ = 0,

u(θ, ϕ; µ + λ0
j,�) = |µ|

1
p−1 {t(µ)v∗ + l(µ, t(µ)v∗)}

is a solution to (1.1). Here t(0) = 1, l(0, v∗) = 0 and

v∗ = M0P
0
ν0

j,ε
(cos θ).

Similarly if 1 ≤ m ≤ j, then, from arguments above and Propositions 3.3 and 3.4, we
see that, for µ ≤ 0 near µ = 0,

u(θ, ϕ; µ + λm
j,�) = |µ|

1
p−1 {v(t(µ), s(µ)) + l(µ, v(t(µ), s(µ))}

is a solution to (1.1). Here t(0) = t∗, s(0) = s∗, l(0, t∗, s∗) = 0, t2∗ + s2
∗ = 1,

v(t, s) = tMmPm
ν (cos θ) cos mϕ + sMmPm

ν (cos θ) sinmϕ,

and t(µ) ≡ 0 (s(µ) ≡ 0) when t∗ = 0 (s∗ = 0). Theorem 1.2 is proved. �
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4 Appendix In Appendix A we show Lemmas 2.2 and 2.3. Additionally, in Appendix
B, we prove Lemma 3.1.

4.1 Proofs of Lemmas 2.2 and 2.3 In this appendix, we prove Lemmas 2.2 and 2.3.
Arguments below follows results in [10].

Recall (1.8), and we define

(4.1) F (a, b, c; x) :=
∞∑

k=0

(a)k(b)k

(c)kk!
xk,

where c is a non-positive integer. The function F (a, b, c; x) is said to be the Gauss hyperge-
ometric function. The radius of convergence of (4.1) is 1, and F = F (a, b, c; x) satisfies the
Gauss hypergeometric equation

(4.2) x(1 − x)
d2F

dx2
+ {c − (a + b + 1)x}dF

dx
− abF = 0 (−1 < x < 1).

In Appendix we use some properties of F (a, b, c; x), and those results follow from [10].
First, for Pm

ν (x) and F (a, b, c; x), the following relation holds (p.319 in [10]):

Pm
ν (x) =

(−1)mΓ(ν + m + 1)(1 − x2)
m
2

2mΓ(ν − m + 1)m!

× F

(
−ν + m, ν + m + 1, m + 1;

1 − x

2

)
.

(4.3)

By (4.3), we can prove Lemma 2.2.

Proof of Lemma 2.2. First we assume that ν is an integer. If −ν + m = −n (n be a
non-negative integer), then

Pm
ν (x) =

Γ(n + 2ν + 1)(x2 − 1)
m
2

2mΓ(−n + 1)m!

× F

(
−n, n + 2ν + 1,m + 1;

1 − x

2

)
.

If n = 0 (ν = m), then, from (4.1), it follows that

F

(
0, 2ν + 1,m + 1;

1 − x

2

)
=

+∞∑
k=0

(0)k(2ν + 1)k

(m + 1)kk!

(
1 − x

2

)k

≡ 0

Hence Pm
m (x) ≡ 0 holds. On the other hand, if n ≥ 1 (ν > m), then, since Γ(x) has

singularity at x = 0,−1,−2, ..., the identity Pm
m+n(x) ≡ 0 holds (see (4.3)).

Next we assume that ν is not an integer. Then, from (4.1), it holds that

F

(
−ν + m, ν + m + 1,m + 1,

1 − x

2

)
> 0 for − 1 < x < 1.

Therefore, from (4.3), Pm
ν (x) does not have a zero for −1 < x < 1, and Lemma 2.2 is

proved. �
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4 Appendix In Appendix A we show Lemmas 2.2 and 2.3. Additionally, in Appendix
B, we prove Lemma 3.1.

4.1 Proofs of Lemmas 2.2 and 2.3 In this appendix, we prove Lemmas 2.2 and 2.3.
Arguments below follows results in [10].

Recall (1.8), and we define

(4.1) F (a, b, c; x) :=
∞∑

k=0

(a)k(b)k

(c)kk!
xk,

where c is a non-positive integer. The function F (a, b, c; x) is said to be the Gauss hyperge-
ometric function. The radius of convergence of (4.1) is 1, and F = F (a, b, c; x) satisfies the
Gauss hypergeometric equation

(4.2) x(1 − x)
d2F

dx2
+ {c − (a + b + 1)x}dF

dx
− abF = 0 (−1 < x < 1).

In Appendix we use some properties of F (a, b, c; x), and those results follow from [10].
First, for Pm

ν (x) and F (a, b, c; x), the following relation holds (p.319 in [10]):

Pm
ν (x) =

(−1)mΓ(ν + m + 1)(1 − x2)
m
2

2mΓ(ν − m + 1)m!

× F

(
−ν + m, ν + m + 1, m + 1;

1 − x

2

)
.

(4.3)

By (4.3), we can prove Lemma 2.2.

Proof of Lemma 2.2. First we assume that ν is an integer. If −ν + m = −n (n be a
non-negative integer), then

Pm
ν (x) =

Γ(n + 2ν + 1)(x2 − 1)
m
2

2mΓ(−n + 1)m!

× F

(
−n, n + 2ν + 1,m + 1;

1 − x

2

)
.

If n = 0 (ν = m), then, from (4.1), it follows that

F

(
0, 2ν + 1,m + 1;

1 − x

2

)
=

+∞∑
k=0

(0)k(2ν + 1)k

(m + 1)kk!

(
1 − x

2

)k

≡ 0

Hence Pm
m (x) ≡ 0 holds. On the other hand, if n ≥ 1 (ν > m), then, since Γ(x) has
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F
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1 − x

2

)
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Next we show Lemma 2.3 by using properties of F (a, b, c; x). To investigate the behavior
of Pm

ν (x) near x = −1, it suffices to consider that of F (a, b, c; x) near x = 1. For the purpose
we use the following formula (see p.273 in [10])

F (a, b, a + b + 1 − c;1 − x) =
Γ(a + b + 1 − c)Γ(1 − c)
Γ(a + 1 − c)Γ(b + 1 − c)

F (a, b, c; x)

+
Γ(a + b + 1 − c)Γ(c − 1)

Γ(a)Γ(b)
x1−cF (a + 1 − c, b + 1 − c, 2 − c;x).

(4.4)

In addition we define

U(a, b, c; x) :=
Γ(1 − c)

Γ(a + 1 − c)Γ(b + 1 − c)
F (a, b, c; x)

+
Γ(c − 1)
Γ(a)Γ(b)

x1−cF (a + 1 − c, b + 1 − c, 2 − c;x).
(4.5)

The function U(a, b, c; x) is also a solution to (4.2), and moreover F (a, b, c; x) and U(a, b, c; x)
are linearly independent (see p.274 in [10]). Thus, from (4.3)–(4.5), it follows that

Pm
ν (−1 + 2x) =

(−1)mΓ(ν + m + 1)Γ(m + 1)x
m
2 (1 − x)

m
2

Γ(ν − m + 1)m!
× U (−ν + m, ν + m + 1,m + 1;x) .

(4.6)

Furthermore if c is an integer (c = n), then, for U(a, b, n;x), the following formula holds
(see p.275 in [10]):

U(a, b, n; x) =
(−1)n

Γ(a + 1 − n)Γ(b + 1 − n)(n − 1)!

[
F (a, b, n; x) log x

+
+∞∑
k=0

(a)k(b)k

(n)kk!
{ψ(a + n) + ψ(b + n) − ψ(k + 1) − ψ(n + k)}xk

]

+
(m − 2)!
Γ(a)Γ(b)

x1−n
n−2∑
k=0

(a + 1 − n)k(b + 1 − n)k

(2 − n)kk!
xk.

(4.7)

Proof of Lemma 2.3. Lemma 2.3 follows from (4.6) and (4.7). �
4.2 Proof of Lemma 3.1 In this section, Hk(Ω|R2) denotes the usual Sobolev space on
Ω ⊂ R2. Before beginning to prove Lemma 3.1, we introduce the Sobolev spaces Hk(Bπ−�)
on Bπ−� ⊂ S2 (k = 0, 1, 2 and H0(Bπ−�) = L2(Bπ−�)). Now we introduce the stereographic
projection from S2 to R2. Namely let

(
2x1

1 + |x|2
,

2x2

1 + |x|2
,
1 − |x|2

1 + |x|2

)
∈ S2,

where (x1, x2) ∈ ΩRε := {x ∈ R2 | |x| < R�} (R� := tan[(π − �)/2]). Then norms of
Hk(Bπ−�) are expressed as, respectively,

(4.8) ‖u‖2
Hk(Bπ−ε)

=
k∑

s=0

∫

ΩRε

|Ds
S2u|2q2−2sdx1dx2.
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Here

(4.9) |D0
S2u|2 = |u|2,

(4.10) |D1
S2u|2 =

����
∂u

∂x1

����
2

+
����

∂u

∂x2

����
2

,

and

(4.11) |D2
S2u|2 =

2∑
i,j=1

�����
∂2u

∂xi∂xj
−

2∑
n=1

Γn
ij

∂u

∂xn

�����
2

,

where
q :=

2
1 + |x|2

,

−Γ1
11 = −Γ2

12 = −Γ1
22 = 2x1/(1 + |x|2) and Γ2

11 = −Γ1
12 = −Γ2

22 = 2x2/(1 + |x|2) (e.g., see
Definitions 2.2 and 2.3 in [2] or Definition 2.1 in Hebey [12]). Moreover we define Hk

0 (Bπ−�)
as the closure of C∞

0 (Bπ−�) in Hk(Bπ−�).
From the definition above, it follows that

(4.12) ∆S2u = q−2∆u,

where ∆ is the Laplace operator on R2.
The relation between the stereographic projection and the polar coordinates is as follows:

x1 = tan
(

θ

2

)
cos ϕ,

x2 = tan
(

θ

2

)
sinϕ.

Thus, from

q2dx1dx2 =
4 tan

(
θ
2

)
(
1 + tan2

(
θ
2

))2 · 1
2 cos2

(
θ
2

)dθdϕ

= 2 tan
(

θ

2

)
cos2

(
θ

2

)
dθdϕ

= sin θdθdϕ,

it follows that
〈u, v〉 =

∫

ΩRε

uvq2dx1dx2.

Therefore we prove Lemma 3.1 with the stereographic projection. Now recall definitions of
the operator L and subspaces of V, W, R (see Section 3).

Proof of Lemma 3.1. We remark that, for any g ∈ L2(Bπ−�), there exists a unique
solution u ∈ H1

0 (Bπ−�) ∩ H2(Bπ−�) to
{

∆S2u = g in Bπ−�

u = 0 on ∂Bπ−�
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(e.g., see Theorem 4.8 in [2]). Hence there exists a unique inverse operator G : L2(Bπ−�) →
H2(Bπ−�) ⊂ L2(Bπ−�) of ∆S2 : H2(Bπ−�) → L2(Bπ−�). Now we prove that G is compact
and self-adjoint.

First we show that G is compact. From (4.11), the Minkowski inequality and (a + b)2 ≤
2(a2 + b2), it holds that

|D2
S2u|2 ≤







2∑
i,j=1

����
∂2u

∂xi∂xj

����
2



1
2

+




2∑
i,j=1

�����
2∑

n=1

Γn
ij

∂u

∂xn

�����
2



1
2



2

≤ 2
2∑

i,j=1

{����
∂2u

∂xi∂xj

����
2

+ 2
2∑

n=1

|Γn
ij |

����
∂u

∂xn

����
2
}(4.13)

Hence, from (4.8)–(4.10) and (4.13), it follows that

(4.14) ‖u‖H2(Bπ−ε) ≤ K1‖u‖H2(ΩRε |R2),

where K1 > 0 is some constant. In addition, from (4.8) and (4.9), it holds that

(4.15) ‖u‖L2(ΩRε |R2) ≤ K2‖u‖L2(Bπ−ε),

where some constant K2 > 0. Moreover we apply the regularity theorem of elliptic equations
for {

q−2∆u = g in ΩRε ,

u = 0 on ∂ΩRε ,

where g ∈ L2(ΩRε |R2) (e.g., see Theorem 8.12 in Gilbarg and Trudinger [11]). Then we
obtain

(4.16) ‖u‖H2(ΩRε |R2) ≤ K3‖g‖L2(ΩRε |R2) = K3‖q−2∆u‖L2(ΩRε |R2)

with some constant K3 > 0. Hence, from (4.8) and (4.14)–(4.16), we obtain

‖u‖H2(Bπ−ε) ≤ K1K2K3‖q−2∆u‖L2(ΩRε |R2) ≤ 2K1K2K3‖∆S2u‖L2(Bπ−ε).

for u ∈ H1
0 (Bπ−�)∩H2(Bπ−�) (see (4.12)). Thus the operator G : L2(Bπ−�) → H2(Bπ−�) is

bounded. Furthermore the imbedding H2(Bπ−�) �→ L2(Bπ−�) is compact by the Rellich–
Kondrachov theorem (e.g., see Theorem 2.34 in [2]). Thus G : L2(Bπ−�) → L2(Bπ−�) is
compact.

Second we show that G is self-adjoint. Let G∗ be the adjoint operator of G. Then, for
any u, v ∈ L2(Bπ−�), it holds that

〈u,G∗(∆S2v)〉 = 〈∆S2(Gu), v〉 = 〈u, v〉.

Thus, by the uniqueness of the inverse operator G, it holds that G = G∗ on L2(Bπ−�).
Thus we can apply the Fredholm alternative theorem (e.g., see Theorem 3 in p.284 of

Yosida [18]) for G. Namely, for any a ∈ L2(Bπ−�),

λ−1u + G(u) = a for u ∈ H1
0 (Bπ−�) ∩ H2(Bπ−�)

has a solution u if and only if 〈a, b〉 = 0 for any b ∈ Ker(λ−1 + G). Especially, for any
w ∈ R ⊂ L2(Bπ−�), a := λ−1G(w) ∈ L2(Bπ−�) holds. Hence it holds that

0 = 〈a, b〉 = 〈λ−1G(w), b〉 = λ−2〈w, λG(b)〉 = −λ−2〈w, b〉.
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Thus, for any w ∈ R and b ∈ Ker(λ−1 + G), we obtain 〈w, b〉 = 0.
On the other hand, if b ∈ Ker(L)(= Ker(∆S2 + λ)), then, from λ−1b = G(b), we obtain

G(∆S2b + λb) = λ(λ−1b + G(b)) = 0.

Thus it holds that b ∈ Ker(λ−1 + G). Similarly if b ∈ Ker(λ−1 + G), then b ∈ Ker(L),
and hence Ker(L) = Ker(λ−1 + G). Therefore, since 〈w, b〉 = 0 holds for any w ∈ R and
b ∈ Ker(L). Lemma 3.1 is proved. �
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RINGS WITH IDEAL CENTRES
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Received October 23,2012

Abstract. We discuss the condition that the centre of a ring is an ideal. We also show
that some classical commutativity results of Jacobson and Herstein have elementary
proofs under the added assumption that the centre is an ideal.

1 Introduction Since in a group G, the centre Z(G) is always a normal subgroup, one
might expect that the centre Z(R) of a ring would be a (two-sided) ideal in R. This is not
true in general, though it can be true in some cases: at one extreme, it is trivially true
if R is commutative, and at the other extreme it is also trivially true if R is “extremely
non-commutative” in the sense that Z(R) = {0}. Thus rings where it fails to hold are in
some sense “moderately non-commutative”. We say that a ring R has an ideal centre if its
centre is an ideal.

One of the main aims of this paper is to show that some classical ring commutativity
results of Jacobson and Herstein, which we now state, have elementary proofs if we restrict
to rings with ideal centres. Jacobson [12] proved that rings R satisfying an identity of the
form xn(x) = x are commutative. Rings satisfying such an identity are rather special, but
Herstein showed that commutativity is equivalent to the weaker condition xn(x)−x ∈ Z(R);
see [9]. Herstein then generalized this result further:

Theorem A (Herstein [10]). A ring R is commutative if and only if for each x ∈ R there
exists f(X) ∈ X2Z[X] such that f(x) − x ∈ Z(R).

In the above result, f(X) ∈ X2Z[X] means that f(X) is a formal polynomial with
integer coefficients (in the indeterminate X) which is formally divisible by X2. We view f
as a function on R in the natural way.

Subsequently, Herstein gave the following quite different generalization of Jacobson’s
theorem; here and later, [x, y] = xy − yx is the commutator of x and y.

Theorem B (Herstein [11]). A ring R is commutative if and only if for each x, y ∈ R there
exists an integer n(x, y) > 1 such [x, y]n(x,y) = [x, y].

Known proofs of Theorems A and B require Jacobson’s structure theory of rings, but
we give elementary proofs of the following variants of these results.

Theorem 1. A ring R with ideal centre is commutative if and only if for each x ∈ R there
exists f(X) ∈ X2Z[X] such that f(x) − x ∈ Z(R).

Theorem 2. The following conditions are equivalent for rings R with ideal centres.

(a) R is commutative.

(b) For each x, y ∈ R there exists an integer n(x, y) > 1 such [x, y]n(x,y) = [x, y].

2010 Mathematics Subject Classification. 16R50.
Key words and phrases. ring, commutativity condition.
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exists f(X) ∈ X2Z[X] such that f(x) − x ∈ Z(R).

In the above result, f(X) ∈ X2Z[X] means that f(X) is a formal polynomial with
integer coefficients (in the indeterminate X) which is formally divisible by X2. We view f
as a function on R in the natural way.

Subsequently, Herstein gave the following quite different generalization of Jacobson’s
theorem; here and later, [x, y] = xy − yx is the commutator of x and y.

Theorem B (Herstein [11]). A ring R is commutative if and only if for each x, y ∈ R there
exists an integer n(x, y) > 1 such [x, y]n(x,y) = [x, y].

Known proofs of Theorems A and B require Jacobson’s structure theory of rings, but
we give elementary proofs of the following variants of these results.

Theorem 1. A ring R with ideal centre is commutative if and only if for each x ∈ R there
exists f(X) ∈ X2Z[X] such that f(x) − x ∈ Z(R).

Theorem 2. The following conditions are equivalent for rings R with ideal centres.

(a) R is commutative.

(b) For each x, y ∈ R there exists an integer n(x, y) > 1 such [x, y]n(x,y) = [x, y].
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(c) For each x, y ∈ R there exists f(X) ∈ X2Z[X] such that f([x, y]) = [x, y].

Obviously Theorem 1 follows immediately from Theorem A, and the equivalence of (a)
and (b) in Theorem 2 follows immediately from Theorem B, so the important feature of
these results is that our proofs avoid structure theory. We do not however know of any
proof that condition (c) in Theorem 2 implies commutativity for general rings.

We can view the above theorems as stating in particular that a polynomial g(X) ∈
XZ[X] whose X-coefficient equals ±1 “forces” commutativity of R if g(R) = 0 (meaning
that g(x) = 0 for all x ∈ R), or more generally g(R) ⊆ Z(R) (meaning that g(x) ∈ Z(R)
for all x ∈ R), or g([R,R]) = 0 (meaning that g([x, y]) = 0 for all x, y ∈ R). The following
result classifies the polynomials that force rings with ideal centre to be commutative in any
of these three senses.

Theorem 3. Let g(X) :=
∑n

i=1 aiX
i ∈ Z[X]. Then

(a) All rings R with ideal centre satisfying g(R) = 0 are commutative if and only if either:

(i) a1 = ±1, or

(ii) a1 = ±2, a2 is odd, and a2 + a3 + · · · + an is odd.

(b) All rings R with ideal centre satisfying g(R) ⊆ Z(R) are commutative if and only
a1 = ±1.

(c) All rings R with ideal centre satisfying g([R,R]) = 0 are commutative if and only
a1 = ±1.

Each part of the above result follow easily from the corresponding results without the
ideal centre assumption; for these, see the main theorem in [13] for (a), [5, Proposition 4]
for (b), and [6, Theorem 2] for (c). Thus the main value of these parts of Theorem 3 is again
that the proof is elementary, although (c) also lead to the investigation of [6, Theorem 2].

We prove Theorems 1–3 in Section 3, but first in Section 2 we give some examples of
noncommutative rings in which the centre is an ideal, and also answer the following pair of
questions:

What is the order of the smallest finite ring/non-unital ring whose centre is not
an ideal?

2 Examples The concept of a ring with an ideal centre is mainly of interest for non-unital
rings, since clearly a unital ring has an ideal centre if and only if it is commutative.

If we define a good example of a ring R with an ideal centre to be one where Z(R) is both
nonzero and proper, then all good examples are non-unital. The following pair of propo-
sitions give some families of good examples. In these propositions and later, M(n, l, r, R0)
is the ring of n × n matrices A = (ai,j) over a base ring R0 such that ai,j = 0 if i > n − l
or j ≤ r, and U(n,m,R0) is the ring of n × n matrices A = (ai,j) over R0 such that
ai,j = 0 if j < i + m. We use the more common notation M(n,R0) and U(n,R0) in place
of M(n, 0, 0, R0) and U(n, 0, R0), respectively.

Proposition 4. Suppose R0 is a commutative unital ring with 1 �= 0, and that n, l, r ∈ N
satisfy n ≥ 3 and l + r < n. Then R := M(n, l, r, R0) is non-commutative, and Z(R) =
M(n, n − r, n − l, R0) is a nontrivial proper ideal in R.
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Proof. Let S := M(n, n − r, n − l, R0). Because n > n − r > l and n > n − l > r, it
is clear that S is a proper and nontrivial subring of R. Let Σ ∈ M(n,R0) be the matrix
corresponding to the shift map (x1, . . . , xn) �→ (x2, . . . , xn, 0) in Rn

0 , so that Σ = (σi,j),
where

σi,j =

{
1 , if 2 ≤ j = i + 1 ≤ n ,

0 , otherwise .

Note that R = ΣlM(n,R0)Σr. Since the matrix Σn corresponds to the zero map and
S = Σn−rM(n,R0)Σn−l, it follows that AB = BA = 0 whenever A ∈ R and B ∈ S. Thus
S is an ideal and S ⊆ Z(R).

Taking A = (ai,j) ∈ R \ S, it remains to show that A /∈ Z(R). For 1 ≤ i, j ≤ n, define
Mi,j ∈ M(n,R0) to be the matrix whose (i, j)th entry is 1 and all other entries are 0.
Suppose first that ap,q �= 0 for some 1 ≤ p, q ≤ n such that p > r. Now B = M1,p ∈ R and
ΣB = 0, so AB = 0. On the other hand, the (1, q)th entry of BA is ap,q so BA �= 0. Thus
A /∈ Z(R).

The other way that A can fail to be in S is if ap,q �= 0 for some 1 ≤ p, q ≤ n such that
q ≤ n − l. Now B = Mq,n ∈ R and BΣ = 0, so BA = 0. On the other hand, the (p, n)th
entry of AB is ap,q, so AB �= 0. Thus again A /∈ Z(R), and we are done.

The equation Z(R) = M(n, n− r, n− l, R0) proved above, and the fact that Z(R) is an
ideal, is true under weaker assumptions on n, l, r: it suffices that n ≥ 2 and 0 < l + r < n.
However, note that if either l = 0 or r = 0, then Z(R) = {0}.

Our second proposition says various families of strictly upper triangular matrices also
provide good examples.

Proposition 5. Suppose R0 is a commutative unital ring with 1 �= 0, and that n,m ∈ N
satisfy n ≥ 3 and m < n/2. Then R := U(n,m,R0) is non-commutative, and Z(R) =
M(n, n − m,n − m,R0) is a nontrivial proper ideal in R.

Proof. It is readily verified that R ⊂ M(n,m,m,R0) and that S := M(n, n−m,n−m,R0)
is a proper subset of R. Most of the result now follows from Proposition 4, but we need to
verify that if A ∈ R \ S then A /∈ Z(R). The matrices B used to prove the corresponding
result in Proposition 4 also lie in this ring R, so the same proof works.

In contrast with the above propositions, M(n,R0) and U(n,R0) are unital, so they have
an ideal centre only if they are commutative, i.e. only if n = 1.

We now turn our attention to rings without ideal centres. Our first result is the following
non-existence result.

Theorem 6. Suppose R is a non-unital ring of order pn, where p is prime and n ∈ N,
n ≤ 3. Then R has an ideal centre.

Let us introduce some notation that will be useful in this proof and later: if x is an
element of a ring R, then 〈x; Z〉 and 〈〈x; Z〉〉 are the additive subgroup and the subring,
respectively, generated in both cases by x and all z ∈ Z(R); the ring R will be understood
whenever we use such notation. Note that if x /∈ Z(R), then Z(R) � 〈x; Z〉 ⊆ 〈〈x; Z〉〉, and
that 〈〈x; Z〉〉 is commutative.

Proof of Theorem 6. Suppose for the sake of contradiction that R is a non-unital ring of
order pn, n ≤ 3, and that Z(R) is not an ideal. In particular Z(R) is neither {0} nor R
so, as an additive subgroup of R, it must have order pk for some 0 < k < n. In particular
n > 1. We can also quickly rule out n = 2, since then necessarily k = 1, and if x ∈ R\Z(R),
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ideal, is true under weaker assumptions on n, l, r: it suffices that n ≥ 2 and 0 < l + r < n.
However, note that if either l = 0 or r = 0, then Z(R) = {0}.

Our second proposition says various families of strictly upper triangular matrices also
provide good examples.

Proposition 5. Suppose R0 is a commutative unital ring with 1 �= 0, and that n,m ∈ N
satisfy n ≥ 3 and m < n/2. Then R := U(n,m,R0) is non-commutative, and Z(R) =
M(n, n − m,n − m,R0) is a nontrivial proper ideal in R.

Proof. It is readily verified that R ⊂ M(n,m,m,R0) and that S := M(n, n−m,n−m,R0)
is a proper subset of R. Most of the result now follows from Proposition 4, but we need to
verify that if A ∈ R \ S then A /∈ Z(R). The matrices B used to prove the corresponding
result in Proposition 4 also lie in this ring R, so the same proof works.

In contrast with the above propositions, M(n,R0) and U(n,R0) are unital, so they have
an ideal centre only if they are commutative, i.e. only if n = 1.

We now turn our attention to rings without ideal centres. Our first result is the following
non-existence result.

Theorem 6. Suppose R is a non-unital ring of order pn, where p is prime and n ∈ N,
n ≤ 3. Then R has an ideal centre.

Let us introduce some notation that will be useful in this proof and later: if x is an
element of a ring R, then 〈x; Z〉 and 〈〈x; Z〉〉 are the additive subgroup and the subring,
respectively, generated in both cases by x and all z ∈ Z(R); the ring R will be understood
whenever we use such notation. Note that if x /∈ Z(R), then Z(R) � 〈x; Z〉 ⊆ 〈〈x; Z〉〉, and
that 〈〈x; Z〉〉 is commutative.

Proof of Theorem 6. Suppose for the sake of contradiction that R is a non-unital ring of
order pn, n ≤ 3, and that Z(R) is not an ideal. In particular Z(R) is neither {0} nor R
so, as an additive subgroup of R, it must have order pk for some 0 < k < n. In particular
n > 1. We can also quickly rule out n = 2, since then necessarily k = 1, and if x ∈ R\Z(R),
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then 〈x; Z〉 is commutative and strictly contains Z(R), so it must have order p2. Thus R is
commutative, contradicting the assumption that Z(R) is not an ideal.

Finally, suppose n = 3. We can rule out k = 2 in the same way as we ruled out k = 1
for n = 2, so we must have k = 1. Let z be a generator of Z(R) as an additive group.
Suppose first that z2 = 0. Since Z(R) is not an ideal, there exists some u ∈ R \ Z(R) such
that zu /∈ Z(R). Then 〈u;Z〉 has order at least p2 and, since R cannot be commutative,
〈〈u; Z〉〉 = 〈u;Z〉 must have order p2. Thus zu = iz + ju, where i, j ∈ Zp and j �= 0. But
then

0 = z2u = z(zu) = z(iz + ju) = ijz + j2u

which gives a contradiction because j2 �= 0 and u /∈ Z(R).
Suppose instead that z2 �= 0, and so z2 = sz for some s ∈ Zp, s �= 0. By distributivity,

we see that zt+1 = stz for all t ∈ N, and so in particular ez = z, where e = zp−1. Thus e
is an identity on Z(R) and in particular e2 = e. Since Z(R) is not an ideal, there exists
u ∈ R \ Z(R) such that eu /∈ Z(R). As before, 〈u; Z〉 has order at least p2, and 〈〈u; Z〉〉
cannot have order p3 lest R be commutative, so 〈〈u; Z〉〉 = 〈u; Z〉 has order p2. Thus
eu = ie + ju for some i, j ∈ Zp, j �= 0. Now

ie + ju = eu = e2u = e(ie + ju) = (i + ij)e + j2u

so i = i + ij and j = j2. Since j �= 0, we have j = 1, and hence i = 0. Thus eu = u = ue.
Now x �→ ex is an additive homomorphism on R. Suppose it has trivial kernel. Then

this map is a permutation on R, and so some iterate of it is the identity map. Of course
the nth iterate of this map is just x �→ enx, and so x �→ ex, since e2 = e. It follows that e
is an identity for R, contradicting the assumption that R is non-unital. Thus there exists
v ∈ R \ {0} such that ev = 0. We deduce that

uv = (ue)v = u(ev) = 0 = (ev)u = v(eu) = vu ,

so the subring S generated by Z(R), u, and v is commutative. But ex = x for x = e, u,
so ex = x for all x ∈ 〈〈u;Z〉〉. Since ev �= v, we see that v /∈ 〈〈u; Z〉〉. But 〈〈u; Z〉〉 has
order p2, so S must have order p3 and equal R. Thus R is commutative, contradicting our
assumptions.

It is easily proved that a finite ring can be decomposed as a direct sum of rings of prime
power order. Indeed if n =

∏
p|n pkp is the prime factorization of n, and mp = n/pkp for

each p | n, then R is the direct sum of the ideals Rp := mpR; see [8].
Clearly the centre of a direct sum is a direct sum of the centres, and a ring has an ideal

centre if and only if each direct summand has an ideal centre, so to find a ring of minimal
order where the centre is not an ideal it suffices to consider prime powers. It is now a
straightforward matter to find the minimal order of (non-unital) rings in which the centre
is not an ideal. In fact, we get the following result in which N(2) is the ring of order 2 in
which all products are 0.

Theorem 7.

(a) Suppose R is a unital ring of order pn, where p is prime and n ≤ 3. If R does not
have an ideal centre, then n = 3 and R is isomorphic to U(2, Zp).

(b) If R is a non-unital ring of order pn, where p is prime and n ≤ 3, then R has an ideal
centre. However, R16 := U(2, Z2)⊕N(2) is a non-unital ring of order 24 that fails to
have an ideal centre.
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Consequently, the order of the smallest unital ring failing to have an ideal centre is 8, and
the order of the smallest non-unital ring failing to have an ideal centre is 16.

Proof. By the comments above, the minimal orders must be prime powers. If a ring R is
unital, then 1 ∈ Z(R), and so Z(R) is an ideal if and only if R is commutative. Thus the
unital ring without an ideal centre of minimal order is just the noncommutative unital ring
of minimal order. This minimal order is known to be 8, and any such ring of order 8 must
be isomorphic to the upper triangular matrix ring U(2, Z2); see [7].

Since all prime powers of order less than 16 are of the form pn for some n ≤ 3, all
such non-unital rings have ideal centres according to Theorem 6. A direct sum has an ideal
centre if and only if all of its direct summands have ideal centres, so R16 fails to have an
ideal centre by (a). The presence of the N(2) summand prevents R16 from being unital.

Remark 8. Unlike our unital ring of order 8, the non-unital example in the above proof
is decomposable as a direct sum of smaller rings. We prove in [4] that all indecomposable
non-unital rings of order pk for k ≤ 4 have an ideal centre (p being any prime), and that
the smallest indecomposable non-unital ring without an ideal centre has order 32.

Remark 9. The previous remark suggests that perhaps finite indecomposable non-unital
rings rarely fail to have an ideal centre. On the other hand, we will see in the next section
that the assumption that a ring has an ideal centre is of great use for proving commutativ-
ity results. This suggests that the ideal centre assumption may be useful for formulating
conjectures regarding conditions that may imply commutativity: if we can prove a commu-
tativity result for rings with ideal centres, then it seems reasonable to search for a proof of
the corresponding result without the ideal centre assumption. This technique has already
lead to one success: we have been able to drop the ideal centre assumption in Theorem 2(c)
leading to [6, Theorem 2]. Going beyond this, we would like to know if the three conditions
in Theorem 2 are equivalent in the class of all rings.

We conclude this section by strengthening the previously mentioned fact that a non-
commutative ring with an ideal centre cannot have a unity, but first we record a simple
proposition.

Proposition 10. A ring R has an ideal centre if and only if cz = 0 whenever c is a
commutator and z ∈ Z(R).

Proof. If x, y ∈ R, and z ∈ Z(R) then (xy)z = x(zy) and (yx)z = (yz)x = (zy)x. Thus
[x, y]z = 0 for all such x, y, z if and only if zy ∈ Z(R) for all such y, z.

Theorem 11. Suppose a noncommutative ring R has an ideal centre. Then R/Z(R) does
not have a unity.

Proof. Suppose for the sake of contradiction that R/Z(R) has a unity e + Z(R), where
e ∈ R. It follows that for all x ∈ R, x = exe + zx, for some zx ∈ Z(R). Also e2 = e + w for
some w ∈ Z(R). Thus

ex − xe = e(exe + zx) − (exe + zx)e

= e2xe − exe2 = wxe − exw = [x, e]w = 0 ,

where the last equation follows from Proposition 10. Since x is arbitrary, it follows that
e ∈ Z(R), so the unity of R/Z(R) is also the zero element. This contradicts the assumption
that Z(R) is not all of R.
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Proof. If x, y ∈ R, and z ∈ Z(R) then (xy)z = x(zy) and (yx)z = (yz)x = (zy)x. Thus
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not have a unity.
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some w ∈ Z(R). Thus
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3 Elementary commutativity results Many results in the literature give elementary
proofs of special cases of the results of Jacobson and Herstein mentioned in the introduction;
in all cases, we use elementary to refer to proofs that do not appeal to Jacobson’s structure
theory of rings. The typical special case involves assuming that n(x) or n(x, y) takes on a
particular constant value n. Let us review a few such results.

In the case of the identity xn = x, elementary commutativity proofs were given by
Morita [17] for all odd n ≤ 25 and all even n ≤ 50. MacHale [16] gave an elementary proof
of commutativity for all even numbers n that can be written as sums or differences of two
powers of 2, but are not themselves powers of 2. Also notable is the proof by Wamsley [19]
of Jacobson’s result which uses only a weak form of structure theory (specifically, the fact
that a finite commutative ring can be written as a direct sum of fields).

For the condition xn − x ∈ Z(R), elementary proofs of commutativity are well known
for n = 2 (see e.g. [1] and [14]), and such a proof for n = 3 can be found in [15, Theorem 2]
and [18, Theorem 1]. Elementary proofs for odd n < 10, and for infinitely many even values
of n, can be found in [3]. In the case of the condition [x, y]n = [x, y], an elementary proof
for n = 3 (and a fortiori for n = 2) is given in [3, Theorem 17].

Our results are rather different from the above elementary theorems since we do not
restrict n(x) or n(x, y)—indeed we consider more general polynomial conditions—but in-
stead we add the assumption that Z(R) is an ideal. The one result of a similar type in the
literature of which we are aware is Theorem 6 of [16] which implies in particular that if R
is a ring, Z(R) is an ideal, and there exists an even number n > 1 such xn − x ∈ Z(R) for
all x ∈ R, then R is commutative. This implication of course follows from a special case of
Theorem 1.

We begin with a well-known lemma, and include a proof for completeness.

Lemma 12. Let R be a ring in which xy = 0 implies yx = 0. If e is an idempotent in R,
then e ∈ Z(R).

Proof. For all r ∈ R, e(r − er) = er − eer = er − er = 0, so (r − er)e = 0, and so
re = ere. By considering (r − re)e, we similarly deduce that er = ere. Thus er = re, and
so e ∈ Z(R).

We now prove one of our main results.

Proof of Theorem 2. Trivially, (a) implies (b), and (b) implies (c), so we need only prove
that (c) implies (a). Suppose xy = 0 for some x, y ∈ R. Then [y, x] = yx and so there
exists f(X) ∈ X2Z[X] such that yx = f(yx). Each term of the polynomial expression
f(yx) is an integer multiple of (yx)n for some n > 1. But (yx)n can be written in the form
y(xy)x′ (where x′ = x or x′ = x(yx)n−2, depending on whether n = 2 or n > 2), and so
yx = y(xy)x′ = y(0)x′ = 0. By Lemma 12, idempotents are central.

Let us now fix an arbitrary pair of elements u, v ∈ R, and write w = [u, v]. Let G(X) ∈
X2Z[X] be such that w = G(w). Factorizing G(X) = Xg(X), we have wg(w) = w, and
so g(w) is an identity in the subring generated by w. In particular, g(w) is an idempotent,
and so central. Since w = wg(w) and Z(R) is an ideal, it follows that w ∈ Z(R). Thus all
commutators are central.

In an arbitrary ring, the identity y[x, y] = [yx, y] follows immediately from the definition
of commutators. Using this identity and the centrality of commutators, we see that for all
a, b ∈ R,

ab[a, b] = a[ba, b] = [ba, b]a = b[a, b]a = ba[a, b] ,

and so [a, b]2 = 0. Choosing h(X) ∈ X2Z[X] such that h([a, b]) = [a, b], the identity
[a, b]2 = 0 readily implies that h([a, b]) = 0, and so [a, b] = 0. Thus R is commutative.
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For convenience, we now make the following definition: a ring R is a H-ring if for every
x ∈ R there exists f(X) ∈ X2Z[X] for which f(x)−x ∈ Z(R). (“H” is in honor of Herstein
who proved that H-rings are commutative; see Theorem A.)

The key step in proving Theorem 1 is to prove the following special case.

Lemma 13. Suppose that R is a H-ring with an ideal centre. Then Z(R) contains all e ∈ R
such that e2 − e ∈ Z(R).

Proof. Let y ∈ R be arbitrary, and define d := eye − ye and z := e2 − e. Suppose that
z ∈ Z(R). Since R has an ideal centre, ed = zye ∈ Z(R) and consequently (de)2 = d(ed)e ∈
Z(R). It then follows that (de)k ∈ Z(R) for all k ∈ N, k > 1, and so f(de) ∈ Z(R)
whenever f(X) ∈ X2Z[X]. Using the H-ring property, we see that de ∈ Z(R). Thus
eye− ye = de− (ey− y)z ∈ Z(R). By symmetry1, eye− ey ∈ Z(R), and so ey− ye ∈ Z(R).

Now (ey)(ey − ye) = (ey − ye)(ey), so

(14) ey2e = ye2y = yey + zy2 .

Next, we show that

(15) (ye)2 = (ey2e − zy2)e = ey2e .

The first equation in (15) follows immediately from (14). Because z, zy2 ∈ Z(R), we deduce
that zy2e = ezy2 = ey2z, and the second equation in (15) now follows immediately from
the equation z = e2 − e. We deduce from (15) and symmetry that (ey)2 = ey2e, and so

(16) (ye)2 = (ey)2 .

Now e(e + x) = e + z + ex and (e + x)e = e + z + xe, so

(e(e + x))2 = e2 + z2 + (ex)2 + 2ez + 2zex + e2x + exe

and
((e + x)e)2 = e2 + z2 + (xe)2 + 2ez + 2zxe + xe2 + exe

But the expressions on the left of the last two displays are equal by (16) with y = e + x,
and zxe = zex since z ∈ Z(R) and Z(R) is an ideal, so we conclude that e2x = xe2. Since
e2 − e ∈ Z(R), we finally get ex = xe for all x ∈ R, as required.

Proof of Theorem 1. It suffices to prove that a H-ring with ideal centre R is necessarily
commutative. Fixing an arbitrary x ∈ R, let F (X) ∈ X2Z[X] be such that F (x)−x ∈ Z(R).
We factorize F (X) = Xf(X), and write e := f(x). By assumption, xe − x ∈ Z(R). Since
Z(R) is an ideal, we deduce inductively that xne − xn ∈ Z(R) for all n ∈ N, and so
g(x)e − g(x) ∈ Z(R) for all g(X) ∈ XZ[X]. In particular, e2 − e ∈ Z(R). Lemma 13 now
implies that e ∈ Z(R), and so x = xe − (xe − x) ∈ Z(R). Since x is arbitrary, we are
done.

Proof of Theorem 3. Sufficiency of the coefficient conditions in (a) and (b) follows trivially
from the proof of the corresponding result for general rings (i.e. the main result in [13] for
(a), and [5, Proposition 4] for (b)). The only non-elementary parts of the earlier proofs
are the use in both cases of results of Herstein mentioned in the introduction: in fact, an

1Note that the hypotheses are also satisfied by the opposite ring Rop (this is the ring with the same
addition as R and multiplication ∗ given in terms of R-multiplication by x ∗ y = yx), so appealing to
symmetry to reverse the order of the elements here and later is justified.
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appeal to Theorem A suffices in both cases. For rings with ideal centre, we therefore get
an elementary proof of these implications simply by appealing to Theorem 1 instead of
Theorem A. As for the converse implications in (a) and (b), these are established in [13]
and [5] by giving counterexamples for each of the various situations in which the coefficient
conditions fail. Since it is readily verified that all of these counterexamples are rings with
ideal centres, these same counterexamples establish the converse implications in the current
result.

Finally, we tackle (c). Sufficiency of the coefficient condition follows from Theorem 2.
As for necessity, suppose f is a polynomial such that its coefficient a1 is not ±1. Thus a1

has a prime factor p. Consider the ring Rp of 3 × 3 matrices over Zp of the form



0 a b
0 0 c
0 0 0




As is readily verified, Z(Rp) consists of all matrices of the above form with a = c = 0 and
Rp ·Z(Rp) = {0}, so Z(Rp) is an ideal. Moreover, the set of commutators Cp equals Z(Rp),
so it follows from the equation Rp · Cp = {0} that f(x) = 0 for all x ∈ Cp. However, Rp is
not commutative, so we are done.
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Abstract. In this paper, the uniform flow over the hyperspaces 2X of nonempty compact

subsets of a noncompact metric space X with uniform flow, and Fn(X) of nonempty subsets of a

compact metric space X with uniform flow containing atmost n points is introduced and used to

show that the hyperspace 2X has the CIP and the hyperspace Fn(X) has the CIPH.1

1. Introduction

A topological space X is said to possess the complete invariance property (CIP ) if each
of its nonempty closed subsets is the fixed point set, for some self continuous map f on X

[14]. In case, f can be found to be a homeomorphism, we say that the space enjoys the
complete invariance property with respect to homeomorphism (CIPH) [6].

A survey of results concerning the CIP may be found in [11] and a number of nonmetric
results may be found in [9]. Some spaces known to have the CIPH are even-dimensional
Euclidean balls [13], compact surfaces and positive-dimensional spheres [12], the Hilbert
cube and metrizable product spaces which have the real line or an odd-dimensional sphere
as a factor [6]. In [9], it is shown that an uncountable self product of circles, real lines
or two point spaces has the CIP and that connected subgroups of the plane and compact
groups need not have the CIP .

In this paper, it is investigated as to when the hyperspace 2X of nonempty compact
subsets of a metric space X enjoys the notion of complete invariance property (CIP ). It
is also shown that the hyperspace Fn(X) of nonempty subsets of a compact metric space
X with uniform flow containing atmost n points has the complete invariance property with
respect to homeomorphism (CIPH).

2. Pre-requisites

A. Hyperspaces
For a metric space (X, d), the hyperspace 2X of nonempty compact subsets and the

hyperspace C(X) of nonempty compact connected subsets are topologized by the Hausdorff
12010 AMS subject Classification: 55M20, 54H25, 54B20

Keywords and Phrases: Hyperspaces, Hausdorff metric, CIP, CIPH.
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Abstract. We discuss the condition that the centre of a ring is an ideal. We also show
that some classical commutativity results of Jacobson and Herstein have elementary
proofs under the added assumption that the centre is an ideal.

1 Introduction Since in a group G, the centre Z(G) is always a normal subgroup, one
might expect that the centre Z(R) of a ring would be a (two-sided) ideal in R. This is not
true in general, though it can be true in some cases: at one extreme, it is trivially true
if R is commutative, and at the other extreme it is also trivially true if R is “extremely
non-commutative” in the sense that Z(R) = {0}. Thus rings where it fails to hold are in
some sense “moderately non-commutative”. We say that a ring R has an ideal centre if its
centre is an ideal.

One of the main aims of this paper is to show that some classical ring commutativity
results of Jacobson and Herstein, which we now state, have elementary proofs if we restrict
to rings with ideal centres. Jacobson [12] proved that rings R satisfying an identity of the
form xn(x) = x are commutative. Rings satisfying such an identity are rather special, but
Herstein showed that commutativity is equivalent to the weaker condition xn(x)−x ∈ Z(R);
see [9]. Herstein then generalized this result further:

Theorem A (Herstein [10]). A ring R is commutative if and only if for each x ∈ R there
exists f(X) ∈ X2Z[X] such that f(x) − x ∈ Z(R).

In the above result, f(X) ∈ X2Z[X] means that f(X) is a formal polynomial with
integer coefficients (in the indeterminate X) which is formally divisible by X2. We view f
as a function on R in the natural way.

Subsequently, Herstein gave the following quite different generalization of Jacobson’s
theorem; here and later, [x, y] = xy − yx is the commutator of x and y.

Theorem B (Herstein [11]). A ring R is commutative if and only if for each x, y ∈ R there
exists an integer n(x, y) > 1 such [x, y]n(x,y) = [x, y].

Known proofs of Theorems A and B require Jacobson’s structure theory of rings, but
we give elementary proofs of the following variants of these results.

Theorem 1. A ring R with ideal centre is commutative if and only if for each x ∈ R there
exists f(X) ∈ X2Z[X] such that f(x) − x ∈ Z(R).

Theorem 2. The following conditions are equivalent for rings R with ideal centres.

(a) R is commutative.

(b) For each x, y ∈ R there exists an integer n(x, y) > 1 such [x, y]n(x,y) = [x, y].

2010 Mathematics Subject Classification. 16R50.
Key words and phrases. ring, commutativity condition.
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metric, defined by

dH(A, B) = max{supa∈Ad(a, B), supb∈ Bd(b, A)}.

If (X, d) is a compact metric space, then for each n ∈ N the hyperspace Fn(X) = {A ∈
2X : cardA ≤ n} is called the n-symmetric product of X. 1-symmetric product of X is the
hyperspace F1(X) of singletons of X and F1(X) ≈ X. For a compact metric space (X, d)
the hyperspace 2X is compact with respect to the Hausdorff metric and Fn(X) ⊂ 2X is
closed for every n.

Definition 2.1.[10] A continuum is a nonempty, compact, connected metric space. A
locally connected continuum is called Peano continuum. A continuum that contains more
than one point is called nondegenerate.

Definition 2.2.[10] Any space homeomorphic to the closed interval [0, 1] is called an
arc. A free arc in the continuum X is an arc α with end points a and b such that α−{a, b}
is open in X.

Result 2.3. 2X is compact metric space if and only if X is a compact metric space.
C(X) is closed in 2X , hence also compact.

Result 2.4.[5] (Curtis - Shori theorem, a famous result concerning the topology of
hyperspaces) The hyperspace 2X is homeomorphic to the Hilbert cube (Q) if and only if X

is a non-degenerate Peano continuum and C(X) is homeomorphic to Q if and only if X is
a non-degenerate Peano continuum with no free arcs.

B. CIP and CIPH
A topological space X is said to possess the complete invariance property (CIP) [14] if

every nonempty closed subset of X is the fixed point set of some continuous self map f

on X. In case, f can be chosen to be a homeomorphism, the space is said to possess the
complete invariance property with respect to homeomorphism (CIPH) [6].

Definition 2.5.[3] A continuous function ϕ : X × R → X on a metric space (X, d) is
called uniform flow if it satisfies the following conditions :

i. ϕ(x, 0) = x, for all x ∈ X.
ii. ϕ(ϕ(x, s), t) = ϕ(x, s + t), for all s, t ∈ R and x ∈ X.
iii. d(x, ϕ(x, t)) ≤ C|t|, for some positive C and for all x ∈ X, t ∈ R.
iv. There is a real number p ≥ 0 such that for all t ∈ R and x ∈ X, ϕ(x, t) = x iff

t ∈ pZ.
The map ϕt : X → X defined by ϕt(x) = ϕ(x, t) is a homeomorphism.

HYPERSPACES AND COMPLETE INVARIANCE PROPERTY 111

Definition 2.6.[8](1) A space X has property Q if for every nonempty closed subset K

of X there is a point p ∈ K, a retract R of X containing K and a deformation H : X×I → R

such that H(x, t) �= x if x �= p and t > 0.
(2) If in (1) we omit p and stipulate that H(x, t) �= x if x /∈ K and t > 0, then we say

that X has property Q(weak).
(3) A space X has property W if for every point p ∈ X, there is a deformation H :

X × I → X such that H(x, t) �= x if x �= p and t > 0.
(4) If in (3) H(x, t) �= x, whenever t > 0, we say that X has property W (strong).

Remark 2.7. W (strong) ⇒ W ⇒ Q ⇒ Q(weak).

Result 2.8.[8] A metric space (X, d) with property W has the CIP.

Result 2.9.[6] The Hilbert cube Q has the CIPH.

Result 2.10.[3] Let (X, d) be a compact metric space with a uniform flow ϕ. Then every
nonempty closed subset of X is the fixed point set of an orbit-preserving autohomeomorphism
of X. In particular, X has the CIPH.

3. CIP and CIPH over hyperspaces

In this section, the notion of uniform flow over the hyperspaces 2X and Fn(X) is in-
troduced and using the property of uniform flow we study the CIP and the CIPH over
hyperspaces with respect to the Hausdorff metric.

Theorem 3.1. Let (X, d) be a noncompact metric space with uniform flow ϕ satisfying
ϕt(A) = A if and only if t = 0, for all nonempty compact subsets A of X. Then the map
Φ : 2X × R → 2X on the hyperspace of all nonempty compact subsets of X, defined by
Φ(A, t) = {ϕ(a, t) : a ∈ A} is a uniform flow.

Proof. Let constants of uniform flow ϕ be p and C. Now we show that the map
Φ : 2X × R → 2X defined by Φ(A, t) = {ϕ(a, t) : a ∈ A} is a uniform flow.

i. Φ(A, 0) = {ϕ(a, 0) : a ∈ A} = A for all A ∈ 2X .
ii. Φ(A, s + t) = Φ(Φ(A, s), t) for all A ∈ 2X and s, t ∈ R.
iii. Consider

dH(A, Φ(A, t))
= max{supa∈Ad(a, Φ(A, t)), supϕ(a, t)∈Φ(A, t)d(A, ϕ(a, t))}.

By noting that
d(a, Φ(A, t)) = infϕ(a′ , t)∈Φ(A, t)d(a, ϕ(a

′
, t)) ≤ C|t|,

we have

supa∈Ad(a, Φ(A, t)) ≤ C|t|,
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and also
d(A, ϕ(a, t)) = infa′∈Ad(a

′
, ϕ(a, t)) ≤ C|t|,

provides
supϕ(a, t)∈Φ(A, t)d(A, ϕ(a, t)) ≤ C|t|.

Thus, we have
dH(A, Φ(A, t)) ≤ C|t|,

for all A ∈ 2X .

iv. From the condition ϕt(A) = A if and only if t = 0 we have
Φ(A, t) = {ϕ(a, t) : a ∈ A} = ϕt(A) = A, if and only if t = 0.

Remark. If X is compact metric space, then X ∈ 2X . In this case ϕt(X) = X for all
t ∈ R.

Example 3.2. Let (S1, d1) be a metric space where S1 is the unit circle and d1 is arc
length metric. If (X, d2) is any metric space, then the product X × S1 is a metric space
with the metric D defined by

D((x1, y1), (x2, y2)) = max{d2(x1, x2), d1(y1, y2)}.

The map ϕ : (X × S1) × R → X × S1 defined by ϕ((x, eiα), t) = (x, ei(α+t)), α ∈
[0, 2π), t ∈ R is a uniform flow with p = 2π and C = 1.

If we take A = {x0} × S1, then A is a nonempty compact subset of X × S1 such that
ϕt(A) = A for all t ∈ R.

Example 3.3. The map ϕ : R2 × R → R2 defined by ϕ((x, y), t) = (x + t, y), t ∈ R
is a uniform flow with p = 0 and C = 1.

If A is a nonempty compact subset of R2, then ϕt(A) = A if and only if t = 0.

Example 3.4. Let (S1, d) be a metric space where S1 is the unit circle and d is the
arc length metric. If T2 = S1 × S1, then T2 is a metric space with the metric D defined by

D((e2πix1 , e2πiy1), (e2πix2 , e2πiy2)) =
√

d2(e2πix1 , e2πix2) + d2(e2πiy1 , e2πiy2),

where x1, x2, y1, y2 ∈ [0, 1].
Define a map ϕ on T2 by

ϕ((e2πix, e2πiy), t) = (e2πi(x+t), e2πi(y+
√

2t)).

Then
D((e2πix, e2πiy), ϕ((e2πix, e2πiy), t)) = D((e2πix, e2πiy), (e2πi(x+t), e2πi(y+

√
2t))) ≤

C |t|, where C = 2
√

3π and ϕ((e2πix, e2πiy), t) = (e2πix, e2πiy) if and only if t = 0, shows
that ϕ is a uniform flow.
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Again the map Φ : (T2 × R) × R −→ T2 × R defined by

Φ(((e2πix, e2πiy), a), t) = ((e2πi(x+t), e2πi(y+
√

2t)), a),

is a uniform flow with respect to the metric D given by
D(((e2πix1 , e2πiy1), a1), ((e2πix2 , e2πiy2), a2))

= max{D((e2πix1 , e2πiy1), (e2πix2 , e2πiy2)), |a1 − a2|}.
Consider A = {e2πix0} × S1 × {a}, the nonempty compact set in T2 × R. We have

{Φ((((e2πix0 , e2πiy), a), 1)) : y ∈ [0, 1]} = {((e2πi(x0+1), e2πi(y+
√

2)), a) : y ∈ [0, 1]} =
{((e2πix0 , e2πi(y+

√
2)), a) : y ∈ [0, 1]} = A.

Thus, in this case, Φt(A) = A if and only if t = 0 , is not true.

Theorem 3.5. Let (X, d) be a compact metric space with uniform flow ϕ satisfying
ϕt(A) = A if and only if t ∈ pZ, for all subsets A of X containing atmost n points, then
the map Φ : Fn(X) × R → Fn(X) on the hyperspace of subsets of X containing atmost n

points, defined by Φ(A, t) = {ϕ(a, t) : a ∈ A} is a uniform flow.
Proof. Since (X, d) is a compact metric space and A ∈ Fn(X) is closed in X, hence

A ∈ Fn(X) is a compact set in X. Since continuous image of a compact metric space is
compact, we have the result from the proof of Theorem 3.1.

Theorem 3.6.[3] Any metric space with uniform flow has property W (strong).
Proof. Let (X, d) be a metric space with uniform flow φ.

If p = 0, then define H : X × [0, 1] → X by

H(x, t) = φ(x, t), x ∈ X, t ∈ [0, 1].

Then H is continuous and H(x, t) = x if and only if t = 0.
If p > 0, then H : X × [0, 1] → X given by

H(x, t) = φ(x, t/2p), x ∈ X, t ∈ [0, 1]

is a homotopy and H(x, t) = x if and only if t = 0.

Theorem 3.7. Any metric space with uniform flow has the CIP.
Proof. It follows from the fact that a metric space having property W (strong) has the

CIP.

Theorem 3.8. If (X, d) is a noncompact metric space with uniform flow ϕ satisfying
ϕt(A) = A if and only if t = 0, for all nonempty compact subsets A of X, then the hyperspace
2X of all nonempty compact subsets of X has the CIP.

Proof. Since 2X is a metric space with respect to the Hausdorff metric. The proof is
immediate by Theorem 3.1 and Theorem 3.7.
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Theorem 3.9. If (X, d) is a compact metric space with uniform flow ϕ satisfying
ϕt(A) = A if and only if t ∈ pZ, for all subsets A of X containing atmost n points, then
the hyperspace Fn(X) of subsets of X containing atmost n points has the CIPH.

Proof. Since for a compact metric space X, the hyperspace Fn(X) is compact. From
the Theorem 3.5 we get that Fn(X) has uniform flow. Thus Fn(X) is a compact metric
space with uniform flow and hence the result follows from Theorem 2.10.

Theorem 3.10 For a nondegenerate Peano continuum X, the hyperspace 2X of nonempty
compact subsets of X and the hyperspace C(X) of nonempty compact connected subsets of
X with no free arcs have the CIPH.

Proof. On account of Result 2.3, 2X and C(X) are homeomorphic to the Hilbert cube
Q. Thus from 2.9 we get the result.

Example 3.11 The closed unit interval I, the Hilbert cube Q and closed unit sphere
Sn are nondegenerate Peano continuum. Thus from Theorem 3.10 the hyperspaecs 2I , 2Q

and 2Sn

have the CIPH.

Example 3.12 For the closed unit interval I and the unit circle S1, hyperspaecs C(I)
and C(S1) are homeomorphic to the product I2. Hence C(I) and C(S1) have the CIPH.
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ELEMENTARY PROOFS OF OPERATOR MONOTONICITY OF SOME
FUNCTIONS II

Saichi Izumino and Noboru Nakamura
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Abstract. In the previous paper we gave elementary proofs of operator monotonicity
of the representing function of the weighted arithmetic mean and some other related
functions. In this note, we show some extensions and applications of those results.

1 Introduction. A (bounded linear) operator A acting on a Hilbert space H is said to
be positive, denoted by A ≥ 0, if (Av, v) ≥ 0 for all v ∈ H. The definition of positivity
induces the order A ≥ B for self-adjoint operators A and B on H. A real-valued function f
on (0,∞) is operator monotone, if 0 ≤ f(A) ≤ f(B) for operators A and B on H such that
0 ≤ A ≤ B. Thus, throughout this paper, we assume that operator monotone functions
are positive and their domains are (0,∞). As a typical example, x �→ xp (0 ≤ p ≤ 1) is an
operator monotone function, which is well-known as Löwner-Heinz theorem (LH).

For convenience sake, we state the main facts shown in our previous paper with elemen-
tary proofs:

Proposition 1.1 (cf. [11, Theorem 1.2], [1], [2], [3], [4], [5], [8], [9], [13]). The function

ap(x) =
(

1 + xp

2

) 1
p

, p �= 0
(
a0(x) = x

1
2

)

is operator monotone if (and only if ) −1 ≤ p ≤ 1.

Proposition 1.2 (cf. [11, Theorem 1.1], [13], [1]). The function

sp(x) =
(

p(x − 1)
xp − 1

) 1
1−p

, p �= 0, 1
(

s0(x)
(

= lim
p→0

sp(x)
)

=
x − 1
log x

, s1(x) =
1
e
x

x
x−1

)

is operator monotone if −2 ≤ p ≤ 2.

Proposition 1.3 ([11, Theorem 1.3], [5], [9], [6], [2], [3]). The function

kp(x) =
p − 1

p
· xp − 1
xp−1 − 1

, p �= 0, 1
(

k0(x) =
x log x

x − 1
, k1(x) =

x − 1
log x

)

is operator monotone if −1 ≤ p ≤ 2.

In this paper, we give some extensions of those propositions and their applications. As
an application of the extension of Proposition 1.2, we give a slight extensions of Uchiyama’s
example in [15] related to Petz-Hasegawa theorem [14].
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2 Preliminaries. By Kubo-Ando theory [12], an operator mean σ is defined as a binary
relation of positive operators, satisfying the following properties in common:

(monotonicity) A ≤ C,B ≤ D =⇒ AσB ≤ CσD,
(transformer inequality) C(AσB)C ≤ (CAC)σ(CBC),
(normality) AσA = A,
(strong operator semi-continuity) An ↓ A,Bn ↓ B =⇒ AnσBn ↓ AσB.

Sometimes for the definition of an operator mean we must assume operators to be
invertible. Without any assumption for invertibility every mean is well-defined as the (strong
operator) limits of (A + εI)σ(B + εI) as ε ↓ 0 instead of AσB. (I is the identity operator.)

Every operator mean σ corresponds a unique operator monotone function, that is, its
representing function fσ which is defined by fσ(x) = 1σx. Conversely, if f is an operator
monotone function with f(1) = 1, then the definition of the operator mean corresponding
to f is given by

AσB = A
1
2 f

(
A− 1

2 BA− 1
2

)
A

1
2

for positive invertible operators A and B.
For our discussion, we use the following basic facts:
(I) For an operator mean σ and for two operator monotone functions g and h, if we

define gσh by

(gσh)(x) = g(x)fσ

(
h(x)
g(x)

)
,

then gσh is operator monotone.
(II) For a strictly positive function f on (0,∞), define f◦(x) := xf(1/x) (transpose),

f∗(x) := 1/f(1/x) (adjoint) and f⊥(x) := x/f(x) (dual), then the four functions
f, f◦, f∗, f⊥ are equivalent to one another with respect to operator monotonicity ([12],
[10]).

(III) For a continuous path ft (0 ≤ t ≤ 1) of operator monotone functions, its integral
mean f̃ defined by

f̃(x) =
∫ 1

0

ft(x)dt

is an operator monotone function ([2], [3]).

3 Main results. Applying (I) to the operator mean σap corresponding to the operator
monotone function ap(x) (notice ap(1) = 1), as an extension of Proposition 1.1, we showed
in [11]:

Lemma 3.1 (cf. [11, Lemma 3.1], [13]). Let f, g be operator monotone functions, then

fσapg =
(

fp+gp

2

) 1
p

(or equivalently, (fp + gp)
1
p ) is operator monotone for −1 ≤ p ≤

1, p �= 0. Further, if f1, ..., fn are operator monotone functions, then (
∑n

i=1 fp
i )

1
p is operator

monotone. In particular, (
∑n

i=1(αi + βix)p)
1
p (αi, βi ≥ 0) is operator monotone.

Similarly as σap , let σsp and σkp be the operator means corresponding to the operator
monotone functions sp and kp, respectively. Then we obtain the following result:

Theorem 3.2 (cf. [11, Theorem 1.1], [13], [1]). For operator monotone functions f, g (f �=
g), the function

fσspg =
(

p(f − g)
fp − gp

) 1
1−p

, p �= 0, 1

(
fσs0g =

f − g

log f − log g
, fσs1g =

f

e
·
(

g

f

) f
g−f

)
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is operator monotone if −2 ≤ p ≤ 2.

Proof. By Proposition 1.2 (for p �= 0, 1, ) we have

fσspg = f ·
(

1σsp

g

f

)
= f ·

(
p( g

f − 1)

( g
f )p − 1

) 1
1−p

=
(

p(f − g)
fp − gp

) 1
1−p

.

Similarly, we can show:

Theorem 3.3 (cf. [11, Theorem 1.3], [5], [9], [6], [2], [3]). For operator monotone functions
f, g (f �= g), the function

fσkpg =
p − 1

p
· fp − gp

fp−1 − gp−1
, p �= 0, 1,

(
fσk0g =

f(log f − log g)
f − g

, fσk1g =
f − g

log f − log g

)

is operator monotone if −1 ≤ p ≤ 2.

In [11], the following fact was shown, as an extension of Proposition 1.3:

Lemma 3.4 (cf. [11, Theorem 3.2]). For −1 ≤ p ≤ 1, 0 ≤ s ≤ 1, the function

up,s(x) =
p

p + s
· xp+s − 1

xp − 1
, p �= 0,−s

(
u0,s(x) =

xs − 1
log xs

, u−s,s(x) =
log x−s

x−s − 1

)

is operator monotone.

For the operator mean corresponding to the function up,s, we can obtain the following
theorem which is an extension of Theorem 3.3 (and also Lemma 3.4):

Theorem 3.5. For operator monotone functions f, g (f �= g), and for −1 ≤ p ≤ 1, 0 ≤
s ≤ 1, the function

(∗) fσup,sg =
p

p + s
· fp+s − gp+s

fp − gp
, p �= 0,−s

(
fσu0,sg =

fs − gs

log fs − log gs
, fσu−s,sg =

f−s − g−s

log f−s − log g−s

)
is operator monotone.

Example (cf. [15, Example 2.4]). For −1 ≤ p ≤ 1, 0 ≤ q − p ≤ 1, p �= 0, q �= 0 (and for
a ≥ 0),

p

q
· xq − aq

xp − ap
is operator monotone.

We can obtain this fact, by putting f = x, g = a, and q = p + s in (∗).
As an application of Proposition 1.2, we showed an alternative proof of the following

result due to Petz and Hasegawa [14], [6]:

Proposition 3.6 (cf. [11, Theorem 3.4]). For −1 ≤ p ≤ 2

hp(x) =
p(1 − p)(x − 1)2

(xp − 1)(x1−p − 1)
, p �= 0, 1

(
h0(x) = h1(x) =

x − 1
log x

)

is operator monotone.
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For the operator mean corresponding to the function up,s, we can obtain the following
theorem which is an extension of Theorem 3.3 (and also Lemma 3.4):

Theorem 3.5. For operator monotone functions f, g (f �= g), and for −1 ≤ p ≤ 1, 0 ≤
s ≤ 1, the function

(∗) fσup,sg =
p

p + s
· fp+s − gp+s

fp − gp
, p �= 0,−s

(
fσu0,sg =

fs − gs

log fs − log gs
, fσu−s,sg =

f−s − g−s

log f−s − log g−s

)
is operator monotone.

Example (cf. [15, Example 2.4]). For −1 ≤ p ≤ 1, 0 ≤ q − p ≤ 1, p �= 0, q �= 0 (and for
a ≥ 0),

p

q
· xq − aq

xp − ap
is operator monotone.

We can obtain this fact, by putting f = x, g = a, and q = p + s in (∗).
As an application of Proposition 1.2, we showed an alternative proof of the following

result due to Petz and Hasegawa [14], [6]:

Proposition 3.6 (cf. [11, Theorem 3.4]). For −1 ≤ p ≤ 2

hp(x) =
p(1 − p)(x − 1)2

(xp − 1)(x1−p − 1)
, p �= 0, 1

(
h0(x) = h1(x) =

x − 1
log x

)

is operator monotone.
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As an extension of this fact and an application of Theorem 3.2, though the range of p
is reduced, we have:

Theorem 3.7. If f, g, k, l (f �= g, k �= l) are operator monotone functions, then for 0 <
p < 1,

(f − g)(k − l)
(fp − gp)(k1−p − l1−p)

is operator monotone.

Proof. Since fσspg and kσs1−p l are operator monotone, we see 1
p(1−p) ·(fσspg)�p(kσs1−p l) =

(f−g)(k−l)
(fp−gp)(k1−p−l1−p) is operator monotone.

Example (cf. [15, Theorem 2.7]). Putting f = k = x and g = a, l = b (a, b ≥ 0), we see
that (x−a)(x−b)

(xp−ap)(x1−p−b1−p) is operator monotone.

Further, we have:

Theorem 3.8. For −1 ≤ p ≤ 2, a, b ≥ 0

(∗∗) hp(a, b;x) =
p(1 − p)(x − a)(x − b)
(xp − ap)(x1−p − b1−p)

is operator monotone.

Proof. We may prove the theorem for p �= 0,±1, 2 and a, b > 0. For the case 0 < p < 1,
then (∗∗) is clear. There remain the two cases:

(i) If 1 < p < 2, then we put p = q + 1, so that 0 < q < 1. We have:

hp(a, b; x) = hq+1(a, b; x) = (−q)(q + 1) · (x − a)(x − b)
(xq+1 − aq+1)(x−q − b−q)

=
q(q + 1)bqxq(x − a)(x − b)

(xq+1 − aq+1)(xq − bq)
.

Now since 0 < q < 1, we see that
(

q(x−b)
xq−bq

) 1
1−q

is operator monotone by Proposition 1.2.
Further, since 1 < q + 1 < 2, we see that

(η(a, b; x) :=)
(

(q + 1)(x − a)
xq+1 − aq+1

) 1
1−(q+1)

=
(

(q + 1)(x − a)
xq+1 − aq+1

)− 1
q

is operator monotone by Proposition 1.2, so that its dual

(η⊥(a, b; x) =) x ·
(

(q+1)(x−a)
xq+1−aq+1

) 1
q

is operator monotone. Hence

{(
q(x − b)
xq − bq

) 1
1−q

�q x ·
(

(q + 1)(x − a)
xq+1 − aq+1

) 1
q

}
× bq = hp(a, b; x)

is operator monotone.
(ii) If −1 < p < 0, then putting p = −q, we can similarly prove (∗∗).
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APPROXIMATELY DERIVATIVE IN A VECTOR LATTICE

Toshiharu Kawasaki

May 29, 2015

Abstract. In previous paper we defined the derivative of mappings from a vector lat-
tice into a complete vector lattice. In this paper we define an approximately derivative
of mappings from a vector lattice into a complete vector lattice. Moreover we consider
a relation between these two derivatives.

1 Introduction The purpose of our researches is to consider some derivatives and some
integrals of mappings in vector spaces and to study their relations, for instance, the funda-
mental theorem of calculus, inclusive relations between integrals and so on; see [9–17].

When we consider extending from restricted Denjoy integral to improper Denjoy integral
for real valued functions, the derivative is transposed to more general derivative, called
approximately derivative. Therefore in this paper we consider approximately derivative for
mappings from a vector lattice into a vector lattice.

In [15] we defined the derivative of mappings from a vector lattice into a complete vector
lattice. In [12] we defined the approximately derivative in the case where the domain is finite
dimension. This derivative seemed to be a subset of bounded linear mappings generally,
however in [14] it was proved that the subset consists of a single point. In this paper we
consider an approximately derivative of mappings from a vector lattice into a complete
vector lattice. Moreover we consider a relation between these two derivatives.

In this paper we use notation and definitions in [15, 16]. Let X be a vector lattice. An
element e ∈ X is said to be a unit if e ∧ x > 0 for any x ∈ X with x > 0. Let KX be the
class of units of X. Let IX be the class of intervals of X and IKX the class of intervals
[a, b] with b − a ∈ KX . Let L(X,Y ) be the class of bounded linear mappings from X into
a vector lattice Y . If Y is complete, then L(X,Y ) is also so [2,20,24,25]. A subset D ⊂ X
is said to be open if for any x ∈ D and for any e ∈ KX there exists ε ∈ KR such that
[x − εe, x + εe] ⊂ D. Let OX be the class of open subsets of X. For an interval [a, b] and
e ∈ KX let

[a, b]e = {x | there exists ε ∈ KR such that x − a ≥ εe and b − x ≥ εe}.

Let Λ be an upward directed set. Then let UX(Λ) be the class of {vλ | λ ∈ Λ} which satisfies
the following conditions:

(U1) vλ ∈ X with vλ > 0;

(U2)u vλ1 ≥ vλ2 if λ1 ≤ λ2;

(U3)
∧

λ∈Λ vλ = 0.

Moreover we consider the following condition:

(M) There exists an interval function q : IX −→ [0,∞) such that

2010 Mathematics Subject Classification. 46G05, 46G12.
Key words and phrases. derivative, approximately derivative, vector lattice, Riesz space.
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(M1) q(I1) ≤ q(I2) if I1 ⊂ I2;

(M2) q(I) > 0 if I ∈ IKX ;

(M3) For any x ∈ X, for any e ∈ KX and for any ε ∈ KR there exists δ ∈ KR such
that q([x, x + δe]) ≤ ε and q([x − δe, x]) ≤ ε.

Example 1.1. Let X be a Banach lattice, that is, it satisfies that |a| ≤ |b| implies ‖a‖ ≤ ‖b‖.
Suppose that KX �= ∅. For any a, b ∈ X with a ≤ b let q([a, b]) = ‖b−a‖. Then X endowed
with q satisfies (M). Indeed, if [a, b] ⊂ [c, d], then 0 ≤ b − a ≤ d − c and hence q([a, b]) =
‖b − a‖ ≤ ‖d − c‖ = q([c, d]). If b − a ∈ KX , then a �= b and hence q([a, b]) = ‖b − a‖ > 0.
Moreover for any x ∈ X, for any e ∈ KX and for any ε ∈ KR, taking δ ≤ ε

‖e‖ , then it holds
that q([x, x + δe]) = δ‖e‖ ≤ ε and q([x − δe, x]) = δ‖e‖ ≤ ε. For instance, since C(K),
where K is a compact Hausdorff space, and Lp, which 1 ≤ p ≤ ∞, are Banach lattices with
unit, these spaces endowed with the above q satisfy (M).

Example 1.2. Let X = Rd × X1, where X1 is any vector lattice with unit. For any a =
((a1, . . . , ad), a′), b = ((b1, . . . , bd), b′) ∈ X we define a ≤ b whenever ai ≤ bi for any i =
1, . . . , d and a′ ≤ b′. Then KX = {((e1, . . . , ed), e′) | ei > 0 for any i = 1, . . . , d and e′ ∈
KX1}. Moreover for any a = ((a1, . . . , ad), a′), b = ((b1, . . . , bd), b′) ∈ X with a ≤ b let
q([a, b]) =

∏d
i=1(bi − ai). Then X endowed with q satisfies (M). Indeed, if [a, b] ⊂ [c, d],

then bi − ai ≤ di − ci for any i = 1, . . . , d and hence q([a, b]) ≤ q([c, d]). If b − a ∈ KX ,
then ai < bi for any i = 1, . . . , d and hence q([a, b]) > 0. Moreover for any x ∈ X, for
any e = ((e1, . . . , ed), e′) ∈ KX and for any ε ∈ KR, taking δ ≤ ε

Qd
i=1 ei

, then it holds that

q([x, x + δe]) = δ
∏d

i=1 ei ≤ ε and q([x − δe, x]) = δ
∏d

i=1 ei ≤ ε. For instance, since RS ,
where S is an arbitrary nonempty set, is such a space, this space endowed with the above
q satisfies (M).

In general a lot of interval functions satisfying (M) in X can be considered. Hereafter
in the case of X = Rd we always consider the Lebesgue measure as an interval function q.

2 Definitions

Definition 2.1. Let X be a vector lattice with unit, x0 ∈ D ∈ OX and E ⊂ D. Suppose
that X satisfies (M).

x0 is said to be a right density point of E if for any e ∈ KX and for any ε ∈ KR there
exists e1 ∈ KX such that for any h ∈ KX with 0 < h ≤ e1 there exists {[ak, bk] | k = 1, 2, . . .}
which satisfies the following conditions:

(RDS) EC ∩ [x0, x0 + h] ⊂
∪∞

k=1[ak, bk]e.

(RD)
∑∞

k=1 q([ak, bk]) ≤ εq([x0, x0 + h]).

x0 is said to be a left density point of E if for any e ∈ KX and for any ε ∈ KR there exists
e1 ∈ KX such that for any h ∈ KX with 0 < h ≤ e1 there exists {[ak, bk] | k = 1, 2, . . .}
which satisfies the following conditions:

(LDS) EC ∩ [x0 − h, x0] ⊂
∪∞

k=1[ak, bk]e.

(LD)
∑∞

k=1 q([ak, bk]) ≤ εq([x0 − h, x0]).

x0 is said to be a density point of E if it is a right density point and a left density point.
x0 is said to be a right dispersion point of E if for any e ∈ KX and for any ε ∈ KR there

exists e1 ∈ KX such that for any h ∈ KX with 0 < h ≤ e1 there exists {[ak, bk] | k = 1, 2, . . .}
which satisfies (RD) and the following condition:

APPROXIMATELY DERIVATIVE IN A VECTOR LATTICE 69

(RDP) E ∩ [x0, x0 + h] ⊂
∪∞

k=1[ak, bk]e.

x0 is said to be a left dispersion point of E if for any e ∈ KX and for any ε ∈ KR there exists
e1 ∈ KX such that for any h ∈ KX with 0 < h ≤ e1 there exists {[ak, bk] | k = 1, 2, . . .}
which satisfies (LD) and the following condition:

(LDP) E ∩ [x0 − h, x0] ⊂
∪∞

k=1[ak, bk]e.

x0 is said to be a dispersion point of E if it is a right dispersion point and a left dispersion
point.

Definition 2.2. Let X be a vector lattice with unit, Y a complete vector lattice, D ∈ OX

and F a mapping from D into Y . Suppose that X satisfies (M).
For any l ∈ L(X,Y ) and for any right density point x0 of {x | x ∈ D,x − x0 ∈ KX} let

E+
sup(l; F, x0) = {x | x ∈ D,x − x0 ∈ KX , F (x) − F (x0) �< l(x − x0)},

L+
sup(F, x0) =

{
l

����
l ∈ L(X,Y ),
x0 is a right dispersion point of E+

sup(l;F, x0)

}

and o-AD
+
F (x0) the class of l ∈ L(X,Y ) which satisfies the following conditions:

(a-S1R) For any l′ ∈ L(X,Y ) with l′ > 0 there exists l′′ ∈ L+
sup(F, x0) such that l ≤ l′′ <

l + l′.

(a-S2R) l′′ �< l for any l′′ ∈ L+
sup(F, x0).

Let

E+
inf (l; F, x0) = {x | x ∈ D,x − x0 ∈ KX , F (x) − F (x0) �> l(x − x0)},

L+
inf (F, x0) =

{
l

����
l ∈ L(X,Y ),
x0 is a right dispersion point of E+

inf (l; F, x0)

}

and o-AD+F (x0) the class of l ∈ L(X,Y ) which satisfies the following conditions:

(a-I1R) For any l′ ∈ L(X,Y ) with l′ > 0 there exists l′′ ∈ L+
inf (F, x0) such that l ≥ l′′ >

l − l′.

(a-I2R) l′′ �> l for any l′′ ∈ L+
inf (F, x0).

For any l ∈ L(X,Y ) and for any left density point x0 of {x | x ∈ D,x0 − x ∈ KX} let

E−
sup(l; F, x0) = {x | x ∈ D,x0 − x ∈ KX , F (x0) − F (x) �< l(x0 − x)},

L−
sup(F, x0) =

{
l

����
l ∈ L(X,Y ),
x0 is a left dispersion point of E−

sup(l;F, x0)

}

and o-AD
−

F (x0) the class of l ∈ L(X,Y ) which satisfies the following conditions:

(a-S1L) For any l′ ∈ L(X,Y ) with l′ > 0 there exists l′′ ∈ L−
sup(F, x0) such that l ≤ l′′ <

l + l′.

(a-S2L) l′′ �< l for any l′′ ∈ L−
sup(F, x0).
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l
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For any l ∈ L(X,Y ) and for any left density point x0 of {x | x ∈ D,x0 − x ∈ KX} let

E−
sup(l; F, x0) = {x | x ∈ D,x0 − x ∈ KX , F (x0) − F (x) �< l(x0 − x)},

L−
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F (x0) the class of l ∈ L(X,Y ) which satisfies the following conditions:

(a-S1L) For any l′ ∈ L(X,Y ) with l′ > 0 there exists l′′ ∈ L−
sup(F, x0) such that l ≤ l′′ <

l + l′.

(a-S2L) l′′ �< l for any l′′ ∈ L−
sup(F, x0).
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Let

E−
inf (l;F, x0) = {x | x ∈ D,x0 − x ∈ KX , F (x0) − F (x) �> l(x0 − x)},

L−
inf (F, x0) =

{
l

����
l ∈ L(X,Y ),
x0 is a left dispersion point of E−

inf (l; F, x0)

}

and o-AD−F (x0) the class of l ∈ L(X,Y ) which satisfies the following conditions:

(a-I1L) For any l′ ∈ L(X,Y ) with l′ > 0 there exists l′′ ∈ L−
inf (F, x0) such that l ≥ l′′ >

l − l′.

(a-I2L) l′′ �> l for any l′′ ∈ L−
inf (F, x0).

F is said to be approximately right upper differentiable, approximately right lower differ-
entiable, approximately left upper differentiable and approximately left lower differentiable
at x0 if o-AD

+
F (x0), o-AD+F (x0), o-AD

−
F (x0) and o-AD−F (x0) are not empty, respec-

tively. If o-AD+F (x0) = o-AD
+
F (x0) ∩ o-AD+F (x0) and o-AD−F (x0) = o-AD

−
F (x0) ∩

o-AD−F (x0) are not empty, then F is said to be approximately right differentiable and
approximately left differentiable at x0, respectively. If o-ADF (x0) = o-AD+F (x0) ∩
o-AD−F (x0) is not empty, then F is said to be approximately differentiable at x0.

3 Properties

Theorem 3.1. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈ OX

and F a mapping from D into Y . Suppose that X satisfies (M).

(1) If F is approximately right upper differentiable at right density point x0 of {x | x ∈
D,x−x0 ∈ KX}, then any two different elements in o-AD

+
F (x0) are incomparable.

(2) If F is approximately right lower differentiable at right density point x0 of {x | x ∈
D,x−x0 ∈ KX}, then any two different elements in o-AD+F (x0) are incomparable.

(3) If F is approximately left upper differentiable at left density point x0 of {x | x ∈
D,x0−x ∈ KX}, then any two different elements in o-AD

−
F (x0) are incomparable.

(4) If F is approximately left lower differentiable at left density point x0 of {x | x ∈
D,x0−x ∈ KX}, then any two different elements in o-AD−F (x0) are incomparable.

Proof. Assume that l1 < l2 for l1, l2 ∈ o-AD
+
F (x0). By (a-S1R) for l1 there exists l′′ ∈

L+
sup(F, x0) such that l1 ≤ l′′ < l1 + (l2 − l1) = l2. However it is a contradiction to (a-S2R)

for l2, that is, l′′ �< l2 for any l′′ ∈ L+
sup(F, x0). Therefore any two different elements in

o-AD+F (x0) must be incomparable. The rest can be proved similarly.

Lemma 3.1. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈ OX

and F a mapping from D into Y . Suppose that X satisfies (M).

(1) If l ∈ L±
sup(F, x0) and l′ ∈ L(X,Y ) with l′ > l, then l′ ∈ L±

sup(F, x0).

(2) If l ∈ L±
inf (F, x0) and l′ ∈ L(X,Y ) with l′ < l, then l′ ∈ L±

inf (F, x0).

Proof. It is clear by definition.
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Let X be a vector lattice and A,B ⊂ X. We write A ≤ B if a ≤ b for any a ∈ A and
for any b ∈ B. Similarly we write A < B and A �< B if a < b and a �< b, respectively, for
any a ∈ A and for any b ∈ B, and so on. Moreover we write A � B if for any a ∈ A there
exists b ∈ B such that a ≤ b and if for any b ∈ B there exists a ∈ A such that a ≤ b.

Lemma 3.2. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈ OX

and F a mapping from D into Y . Suppose that X satisfies (M).
Then

(1) L±
inf (F, x0) ∩ L±

sup(F, x0) = ∅.

(2) L±
inf (F, x0) �> L±

sup(F, x0).

(3) L±
inf (F, x0) � L±

sup(F, x0).

Proof. (1) Assume that L+
inf (F, x0) ∩ L+

sup(F, x0) �= ∅. Let l ∈ L+
inf (F, x0) ∩ L+

sup(F, x0).
Then x0 is a right dispersion point of E+

inf (l;F, x0) and E+
sup(l; F, x0), that is, for any e ∈ KX

and for any ε ∈ KR there exists einf ∈ KX such that for any h ∈ KX with 0 < h ≤ einf

there exists {[ak, bk] | k = 1, 2, . . .} which satisfies

E+
inf (l; F, x0) ∩ [x0, x0 + h] ⊂

∞∪
k=1

[ak, bk]e,

∞∑
k=1

q([ak, bk]) ≤ εq([x0, x0 + h]),

and there exists esup ∈ KX such that for any h ∈ KX with 0 < h ≤ esup there exists
{[ck, dk] | k = 1, 2, . . .} which satisfies

E+
sup(l;F, x0) ∩ [x0, x0 + h] ⊂

∞∪
k=1

[ck, dk]e,

∞∑
k=1

q([ck, dk]) ≤ εq([x0, x0 + h]).

Let e1 = einf ∧ esup. Then the above two inequalities are true for any h ∈ KX with
0 < h ≤ e1. Since

E+
inf (l; F, x0) ∪ E+

sup(l; F, x0) = {x | x ∈ D,x − x0 ∈ KX},

it holds that

(E+
inf (l; F, x0) ∪ E+

sup(l; F, x0)) ∩ [x0, x0 + h]
= {x | x ∈ D,x − x0 ∈ KX} ∩ [x0, x0 + h].

Therefore

{x | x ∈ D,x − x0 ∈ KX} ∩ [x0, x0 + h] ⊂
∞∪

k=1

([ak, bk]e ∪ [ck, dk]e),

∞∑
k=1

q([ak, bk]) +
∞∑

k=1

q([ck, dk]) ≤ 2εq([x0, x0 + h]).
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and F a mapping from D into Y . Suppose that X satisfies (M).
Then

(1) L±
inf (F, x0) ∩ L±

sup(F, x0) = ∅.

(2) L±
inf (F, x0) �> L±

sup(F, x0).

(3) L±
inf (F, x0) � L±

sup(F, x0).

Proof. (1) Assume that L+
inf (F, x0) ∩ L+

sup(F, x0) �= ∅. Let l ∈ L+
inf (F, x0) ∩ L+

sup(F, x0).
Then x0 is a right dispersion point of E+

inf (l;F, x0) and E+
sup(l; F, x0), that is, for any e ∈ KX

and for any ε ∈ KR there exists einf ∈ KX such that for any h ∈ KX with 0 < h ≤ einf

there exists {[ak, bk] | k = 1, 2, . . .} which satisfies

E+
inf (l; F, x0) ∩ [x0, x0 + h] ⊂

∞∪
k=1

[ak, bk]e,

∞∑
k=1

q([ak, bk]) ≤ εq([x0, x0 + h]),

and there exists esup ∈ KX such that for any h ∈ KX with 0 < h ≤ esup there exists
{[ck, dk] | k = 1, 2, . . .} which satisfies

E+
sup(l;F, x0) ∩ [x0, x0 + h] ⊂

∞∪
k=1

[ck, dk]e,

∞∑
k=1

q([ck, dk]) ≤ εq([x0, x0 + h]).

Let e1 = einf ∧ esup. Then the above two inequalities are true for any h ∈ KX with
0 < h ≤ e1. Since

E+
inf (l; F, x0) ∪ E+

sup(l; F, x0) = {x | x ∈ D,x − x0 ∈ KX},

it holds that

(E+
inf (l; F, x0) ∪ E+

sup(l; F, x0)) ∩ [x0, x0 + h]
= {x | x ∈ D,x − x0 ∈ KX} ∩ [x0, x0 + h].

Therefore

{x | x ∈ D,x − x0 ∈ KX} ∩ [x0, x0 + h] ⊂
∞∪

k=1

([ak, bk]e ∪ [ck, dk]e),

∞∑
k=1

q([ak, bk]) +
∞∑

k=1

q([ck, dk]) ≤ 2εq([x0, x0 + h]).
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It is a contradiction to that x0 is a right density point of {x | x ∈ D,x−x0 ∈ KX}. Therefore
L+

inf (F, x0)∩L+
sup(F, x0) = ∅. It can be proved similarly that L−

inf (F, x0)∩L−
sup(F, x0) = ∅.

(2) Assume that l1 ∈ L±
inf (F, x0), l2 ∈ L±

sup(F, x0) and l1 > l2. By Lemma 3.1 it holds
that l1 ∈ L±

sup(F, x0) and l2 ∈ L±
inf (F, x0). However it is a contradiction to (1). Therefore

L±
inf (F, x0) �> L±

sup(F, x0).
(3) Let l1 ∈ L±

inf (F, x0) and l2 ∈ L±
sup(F, x0). By Lemma 3.1 it holds that l1 ∨ l2 ∈

L±
sup(F, x0) and l1 ≤ l1∨ l2. By Lemma 3.1 it holds that l1∧ l2 ∈ L±

inf (F, x0) and l1∧l2 ≤ l2.
Therefore L±

inf (F, x0) � L±
sup(F, x0).

Theorem 3.2. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈ OX

and F a mapping from D into Y . Suppose that X satisfies (M).

(1) If F is approximately right upper differentiable and approximately right lower differ-
entiable at right density point x0 of {x | x ∈ D,x − x0 ∈ KX}, then o-AD

+
F (x0) �<

o-AD+F (x0).

(2) If F is approximately left upper differentiable and approximately left lower differen-
tiable at left density point x0 of {x | x ∈ D,x0 − x ∈ KX}, then o-AD

−
F (x0) �<

o-AD−F (x0).

Proof. Assume that l1 ∈ o-AD
+
F (x0), l2 ∈ o-AD+F (x0) and l1 < l2. Let l = 1

2 (l1 + l2).
Then l1 < l < l2. By (a-S1R) for l1 there exists l′′1 ∈ L+

sup(F, x0) such that l1 ≤ l′′1 < l.
By (a-I1R) for l2 there exists l′′2 ∈ L+

inf (F, x0) such that l2 ≥ l′′2 > l. By Lemma 3.1 l is
belonging to both L+

sup(F, x0) and L+
inf (F, x0), however it is a contradiction to Lemma 3.2.

Therefore o-AD
+
F (x0) �< o-AD+F (x0). It can be proved similarly that o-AD

−
F (x0) �<

o-AD−F (x0).

Lemma 3.3. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈ OX ,
F, F1, F2 mappings from D into Y and α ∈ R. Suppose that X satisfies (M).

Then

(1)

L±
sup(αF, x0) =

{
αL±

sup(F, x0) if α ≥ 0,
αL±

inf (F, x0) if α < 0.

L±
inf (αF, x0) =

{
αL±

inf (F, x0) if α ≥ 0,

αL±
sup(F, x0) if α < 0.

(2)

L±
sup(F1, x0) + L±

sup(F2, x0) ⊂ L±
sup(F1 + F2, x0),

L±
inf (F1, x0) + L±

inf (F2, x0) ⊂ L±
inf (F1 + F2, x0).

Proof. (1) is clear by definition. We show (2). Let l1 ∈ L+
sup(F1, x0) and l2 ∈ L+

sup(F2, x0).
If

F1(x) − F1(x0) + F2(x) − F2(x0) �< l1(x − x0) + l2(x − x0),

then

F1(x) − F1(x0) �< l1(x − x0) or F2(x) − F2(x0) �< l2(x − x0).
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Therefore

E+
sup(l1 + l2; F1 + F2, x0) ⊂ E+

sup(l1; F1, x0) ∪ E+
sup(l2; F2, x0).

If x0 is a right dispersion point of E+
sup(l1; F1, x0) and of E+

sup(l2; F2, x0), then it is right
dispersion point of E+

sup(l1 + l2; F1 + F2, x0). Therefore l1 + l2 ∈ L+
sup(F1 + F2, x0). The

rest can be proved similarly.

Theorem 3.3. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈
OX , F, F1, F2 mappings from D into Y and α ∈ R with α > 0. Suppose that X satisfies
(M).

(1) If F is approximately right upper differentiable at right density point x0 of {x |
x ∈ D,x − x0 ∈ KX}, then αF is also so and o-AD

+
(αF )(x0) = αo-AD

+
F (x0)

and −αF is approximately right lower differentiable at x0 and o-AD
+
(−αF )(x0) =

−αo-AD+F (x0). If F is approximately right lower differentiable at x0, then αF is
also so and o-AD+(αF )(x0) = αo-AD+F (x0) and −αF is approximately right upper
differentiable at x0 and o-AD+(−αF )(x0) = −αo-AD

+
F (x0).

(2) If F1, F2, F1 + F2 are approximately right upper differentiable at right density point
x0 of {x | x ∈ D,x − x0 ∈ KX}, then

o-AD
+
F1(x0) + o-AD

+
F2(x0) �< o-AD

+
(F1 + F2)(x0).

If F1, F2, F1 + F2 are approximately right lower differentiable at x0, then

o-AD+F1(x0) + o-AD+F2(x0) �> o-AD+(F1 + F2)(x0).

(3) If F is approximately left upper differentiable at left density point x0 of {x | x ∈
D,x0 − x ∈ KX}, then αF is also so and

o-AD
−

(αF )(x0) = αo-AD
−

F (x0)

and −αF is approximately left lower differentiable at x0 and

o-AD
−

(−αF )(x0) = −αo-AD−F (x0).

If F is approximately left lower differentiable at x0, then αF is also so and

o-AD−(αF )(x0) = αo-AD−F (x0)

and −αF is approximately left upper differentiable at x0 and

o-AD−(−αF )(x0) = −αo-AD
−

F (x0).

(4) If F1, F2, F1 + F2 are approximately left upper differentiable at left density point x0

of {x | x ∈ D,x0 − x ∈ KX}, then

o-AD
−

F1(x0) + o-AD
−

F2(x0) �< o-AD
−

(F1 + F2)(x0).

If F1, F2, F1 + F2 are approximately left lower differentiable at x0, then

o-AD−F1(x0) + o-AD−F2(x0) �> o-AD−(F1 + F2)(x0).
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Therefore

E+
sup(l1 + l2; F1 + F2, x0) ⊂ E+

sup(l1; F1, x0) ∪ E+
sup(l2; F2, x0).

If x0 is a right dispersion point of E+
sup(l1; F1, x0) and of E+

sup(l2; F2, x0), then it is right
dispersion point of E+

sup(l1 + l2; F1 + F2, x0). Therefore l1 + l2 ∈ L+
sup(F1 + F2, x0). The

rest can be proved similarly.

Theorem 3.3. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈
OX , F, F1, F2 mappings from D into Y and α ∈ R with α > 0. Suppose that X satisfies
(M).

(1) If F is approximately right upper differentiable at right density point x0 of {x |
x ∈ D,x − x0 ∈ KX}, then αF is also so and o-AD

+
(αF )(x0) = αo-AD

+
F (x0)

and −αF is approximately right lower differentiable at x0 and o-AD
+
(−αF )(x0) =

−αo-AD+F (x0). If F is approximately right lower differentiable at x0, then αF is
also so and o-AD+(αF )(x0) = αo-AD+F (x0) and −αF is approximately right upper
differentiable at x0 and o-AD+(−αF )(x0) = −αo-AD

+
F (x0).

(2) If F1, F2, F1 + F2 are approximately right upper differentiable at right density point
x0 of {x | x ∈ D,x − x0 ∈ KX}, then

o-AD
+
F1(x0) + o-AD

+
F2(x0) �< o-AD

+
(F1 + F2)(x0).

If F1, F2, F1 + F2 are approximately right lower differentiable at x0, then

o-AD+F1(x0) + o-AD+F2(x0) �> o-AD+(F1 + F2)(x0).

(3) If F is approximately left upper differentiable at left density point x0 of {x | x ∈
D,x0 − x ∈ KX}, then αF is also so and

o-AD
−

(αF )(x0) = αo-AD
−

F (x0)

and −αF is approximately left lower differentiable at x0 and

o-AD
−

(−αF )(x0) = −αo-AD−F (x0).

If F is approximately left lower differentiable at x0, then αF is also so and

o-AD−(αF )(x0) = αo-AD−F (x0)

and −αF is approximately left upper differentiable at x0 and

o-AD−(−αF )(x0) = −αo-AD
−

F (x0).

(4) If F1, F2, F1 + F2 are approximately left upper differentiable at left density point x0

of {x | x ∈ D,x0 − x ∈ KX}, then

o-AD
−

F1(x0) + o-AD
−

F2(x0) �< o-AD
−

(F1 + F2)(x0).

If F1, F2, F1 + F2 are approximately left lower differentiable at x0, then

o-AD−F1(x0) + o-AD−F2(x0) �> o-AD−(F1 + F2)(x0).
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Proof. (1) and (3) are clear by definition. We show (2) and (4). Let l1 ∈ o-AD
+
F1(x0)

and l2 ∈ o-AD
+
F2(x0). By (a-S1R) for any l′ ∈ L(X,Y ) with l′ > 0 there exist l′′1 ∈

L+
sup(F1, X0) and l′′2 ∈ L+

sup(F2, X0) such that l1 ≤ l′′1 < l1 + l′ and l2 ≤ l′′2 < l2 + l′. Since
F1+F2 is also approximately right upper differentiable at x0, by (a-S2R) it holds that l′′ �< l

for any l ∈ o-AD
+

(F1 + F2)(x0) and for any l′′ ∈ L+
sup(F1 + F2, X0). Since by Lemma 3.3

l′′1 + l′′2 ∈ L+
sup(F1 + F2, x0), it holds that l1 + l2 ≤ l′′1 + l′′2 �< l. Note that l′′1 and l′′2 can

take near l1 and l2 enough. Therefore l1 + l2 �< l. Actually assume that l1 + l2 < l. Then
l′′1 + l′′2 < l1 + l2 + 2l′ < l for any l′ < 1

2 (l − l1 − l2). It is a contradiction. Therefore

o-AD
+
F1(x0) + o-AD

+
F2(x0) �< o-AD

+
(F1 + F2)(x0).

The rest can be proved similarly.

Lemma 3.4. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈ OX

and F a mapping from D into Y . Suppose that X satisfies (M).

(1) l ∈ o-AD+F (x0) if and only if l satisfies (a-S1R) and (a-I1R).

(2) l ∈ o-AD−F (x0) if and only if l satisfies (a-S1L) and (a-I1L).

Proof. The necessity is clear. We show the sufficiency. We show that if l ∈ L(X,Y ) satisfies
(a-S1R), then it satisfies (a-I2R). Assume that l does not satisfy (a-I2R). Then there exists
l′′ ∈ L+

inf (F, x0) such that l′′ > l. By (a-S1R) there exists l′′′ ∈ L+
sup(F, x0) such that

l ≤ l′′′ < l′′. It is a contradiction to Lemma 3.2. Therefore l satisfies (a-I2R). The rest can
be proved similarly.

Theorem 3.4. Let X be a vector lattice with unit, Y a complete vector lattice, x0 ∈ D ∈ OX

and F1, F2 mappings from D into Y . Suppose that X satisfies (M).

(1) If F1 and F2 are approximately right differentiable at right density point x0 of {x |
x ∈ D,x − x0 ∈ KX}, then F1 + F2 is also so and

o-AD+F1(x0) + o-AD+F2(x0) = o-AD+(F1 + F2)(x0).

(2) If F1 and F2 are approximately left differentiable at left density point x0 of {x | x ∈
D,x0 − x ∈ KX}, then F1 + F2 is also so and

o-AD−F1(x0) + o-AD−F2(x0) = o-AD−(F1 + F2)(x0).

Proof. Let l1 ∈ o-AD+F1(x0) and l2 ∈ o-AD+F2(x0). For any l′ ∈ L(X,Y ) with l′ > 0 there
exist l′′1 ∈ L+

sup(F1, x0) and l′′2 ∈ L+
sup(F2, x0) such that l1 ≤ l′′1 < l1 + l′ and l2 ≤ l′′2 < l2 + l′.

Since by Lemma 3.3 l′′1 +l′′2 ∈ L+
sup(F1+F2, x0), l1+l2 satisfies (a-S1R) for F1+F2. Similarly

l1 + l2 satisfies (a-I1R) for F1 +F2. Therefore by Lemma 3.4 F1 +F2 is approximately right
differentiable and

o-AD+F1(x0) + o-AD+F2(x0) ⊂ o-AD+(F1 + F2)(x0).

In the above formula we put −F1 into F1 and F1 + F2 into F2. Then we get

o-AD+(−F1)(x0) + o-AD+(F1 + F2)(x0) ⊂ o-AD+F2(x0).
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By Theorem 3.3

o-AD+(F1 + F2)(x0) ⊂ o-AD+F2(x0) − o-AD+(−F1)(x0)
= o-AD+F2(x0) + o-AD+F1(x0).

Therefore

o-AD+F1(x0) + o-AD+F2(x0) = o-AD+(F1 + F2)(x0).

The rest can be proved similarly.

4 In the case of X = Rd Approximately derivative becomes a subset of bounded linear
mappings generally. The problem that it consists of a single point is not solved. However
it is true to show the following in the case where X is finite dimensional; see [14].

Lemma 4.1. Let X and Y be vector lattices and l ∈ L(X,Y ).
If {xn} is relatively uniformly convergent to 0 in X, then {l(xn)} is also so in Y .

Proof. Since {xn} is relatively uniformly convergent to 0 in X, there exist {εn} ∈ UR(N)
and u ∈ X with u > 0 such that |xn| ≤ εnu for any natural number n. Then there exists
a monotone sequnce {rn} of real numbers such that it is divergent to infinity and {rnxn}
is relatively uniformly convergent to 0. Actually there exists a monotone sequence {N(m)}
of natural numbers such that |xn| ≤ 1

m2 u if n > N(m). Let

rn =
{

1 if n ≤ N(1),
m if N(m) < n ≤ N(m + 1) (m = 1, 2, . . .).

Since

|rnxn| =
{

|xn| if n ≤ N(1),
m|xn| if N(m) < n ≤ N(m + 1) (m = 1, 2, . . .),
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mu, {rnxn} is relatively uniformly convergent to 0 and {rn} is divergent to
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v ≤ 1

mv for any natural number n > N .
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Lemma 4.2. Let X = Rd, Y a complete vector lattice, x0 ∈ X and l ∈ L(X,Y ).
Then

o-AD
+
l(x0) = o-AD+l(x0) = o-AD

−
l(x0) = o-AD−l(x0) = {l}.

Proof. We show that o-AD
+
l(x0) = {l}. The rest can be proved similarly. Since l ∈

o-AD
+
l(x0) is clear, we show that for any element of o-AD

+
l(x0) it is equals to l. First

we consider a necessary and sufficient condition for l′′ ∈ L+
sup(l, x0). Note that KX =

{(e1, . . . , ed) | ei > 0 for any i} and L(X,Y ) ∼= Y d.
In the case of l′′ > l:

Since

E+
sup(l

′′; l, x0) = {x | x − x0 ∈ KX , l(x − x0) �< l′′(x − x0)} = ∅,

it holds that l′′ ∈ L+
sup(l, x0).
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By Theorem 3.3
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In the case of l′′ = l:
Since

E+
sup(l

′′; l, x0) = {x | x − x0 ∈ KX},

it holds that for any h ∈ KX

E+
sup(l

′′; l, x0) ∩ [x0, x0 + h] = {x | x − x0 ∈ KX} ∩ [x0, x0 + h].

Therefore x0 is never a right dispersion point of E+
sup(l

′′; l, x0). Then l′′ �∈ L+
sup(l, x0).

In the case of l′′ �≥ l:
Note that for any x ∈ X with x > 0 there exist r > 0 and 0 ≤ θi ≤ π

2 (i = 1, . . . , d − 1)
such that

x = f(r, θ1, . . . , θd−1)
= r(cos θ1 · · · cos θd−1, cos θ1 · · · sin θd−1, . . . , sin θ1).

Therefore there exists f(r0, θ1,0, . . . , θd−1,0) with r0 > 0, 0 ≤ θi,0 ≤ π
2 (i = 1, . . . , d − 1)

such that

l′′(f(r0, θ1,0, . . . , θd−1,0)) �≥ l(f(r0, θ1,0, . . . , θd−1,0)).

Then there exists αi with 0 < αi+θi,0 < π
2 , αi �= 0 such that for any θi with |θi−θi,0| ≤ |αi|,

0 ≤ θi ≤ π
2 it holds that

l′′(f(r0, θ1, . . . , θd−1)) �≥ l(f(r0, θ1, . . . , θd−1)).

If not, then for αi,1 with 0 < αi,1 +θi,0 < π
2 , αi,1 �= 0 there exists θi,1 with 0 < |θi,1−θi,0| ≤

|αi,1|, 0 ≤ θi,1 ≤ π
2 such that

l′′(f(r0, θ1,1, . . . , θd−1,1)) ≥ l(f(r0, θ1,1, . . . , θd−1,1)).

Moreover for αi,2 with 0 < αi,2 + θi,0 < π
2 , 0 �= αi,2 ≤ 1

2 |αi,1| there exists θi,2 with
0 < |θi,2 − θi,0| ≤ |αi,2|, 0 ≤ θi,2 ≤ π

2 such that

l′′(f(r0, θ1,2, . . . , θd−1,2)) ≥ l(f(r0, θ1,2, . . . , θd−1,2)).

Repeat this way, then we get a sequence {f(r0, θ1,k, . . . , θd−1,k)} such that it is relatively
uniformly convergent to f(r0, θ1,0, . . . , θd−1,0) and

l′′(f(r0, θ1,k, . . . , θd−1,k)) ≥ l(f(r0, θ1,k, . . . , θd−1,k)).

It is a contradiction to Lemma 4.1. Therefore there exists αi with 0 < αi + θi,0 < π
2 , αi �= 0

such that for any θi with |θi − θi,0| ≤ |αi|, 0 ≤ θi ≤ π
2 it holds that

l′′(f(r0, θ1, . . . , θd−1)) �≥ l(f(r0, θ1, . . . , θd−1)).

Since l′′ and l are linear, the above inequality is true for any r > 0. Let

W =
{

f(r, θ1, . . . , θd−1)
��� r > 0, |θi − θi,0| ≤ |αi|, 0 ≤ θi ≤

π

2
(i = 1, . . . , d − 1)

}
.

Then {x | x − x0 ∈ KX} ∩ (x0 + W ) ⊂ E+
sup(l

′′; l, x0). Let El(h) = El(h1, . . . , hd) be the
intersection of an ellipsoid, which radii are h1, . . . , hd, and {(x1, . . . , xd) | xi > 0 for any i}.
Then x0 + El(h) ⊂ [x0, x0 + h]. Since x0 is a right density point of {x | x− x0 ∈ KX}, that
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is, for any e ∈ KX and for any ε ∈ KR there exists e1 ∈ KX such that for any h ∈ KX with
0 < h ≤ e1 there exists {[ak, bk] | k = 1, 2, . . .} which satisfies

{x | x − x0 ∈ KX}C ∩ [x0, x0 + h] ⊂
∞∪

k=1

[ak, bk]e,

∞∑
k=1

q([ak, bk]) ≤ εq([x0, x0 + h]),

if x0 is a right dispersion point of E+
sup(l

′′; l, x0), that is,

E+
sup(l

′′; l, x0) ∩ [x0, x0 + h] ⊂
∞∪

k=1

[ck, dk]e,

∞∑
k=1

q([ck, dk]) ≤ εq([x0, x0 + h]),

then

(x0 + W ) ∩ (x0 + El(h)) ⊂

( ∞∪
k=1

[ak, bk]e
)

∪

( ∞∪
k=1

[ck, dk]e
)

,

∞∑
k=1

q([ak, bk]) +
∞∑

k=1

q([ck, dk]) ≤ 2εq([x0, x0 + h])

proving that (x0 + W ) ∩ (x0 + El(h)) is a null set. On the other hand

q((x0 + W ) ∩ (x0 + El(h))) ≥ |α1 · · ·αd−1|
2πd−1

× π
d
2

Γ (d
2 + 1)

× h1 · · ·hd

=
|α1 · · ·αd−1|

2π
d
2−1Γ (d

2 + 1)
h1 · · ·hd

=
|α1 · · ·αd−1|

2π
d
2−1Γ (d

2 + 1)
q([x0, x0 + h]),

where Γ is Γ -function. It is a contradiction. Therefore x0 is never a right dispersion point
of E+

sup(l
′′; l, x0). Then l′′ �∈ L+

sup(l, x0).

Therefore l′′ ∈ L+
sup(l, x0) if and only if l′′ > l. Let l1 ∈ o-AD

+
l(x0). For any l′ > 0

there exists l′′ ∈ L+
sup(l, x0) such that l1 ≤ l′′ < l1 + l′. Since l′ is arbitrary, it holds that

l ≤ l1, moreover by Theorem 3.1 it hold that l1 = l.

Theorem 4.1. Let X = Rd, Y a complete vector lattice, x0 ∈ D ∈ OX and l ∈ L(X,Y ).

(1) If F is approximately right differentiable at right density point x0 of {x | x ∈ D,x−
x0 ∈ KX}, then o-AD+F (x0) consists of a single point.

(2) If F is approximately left differentiable at left density pont x0 of {x | x ∈ D,x0−x ∈
KX}, then o-AD+F (x0) consists of a single point.

Proof. In Theorem 3.4 (1) put F1 = F and F2 = −F and by Lemma 4.2

o-AD+F (x0) − o-AD+F (x0) = o-AD+0(x0) = {0}.

Therefore o-AD+F (x0) consists of a single point. Similarly it can be proved that o-AD−F (x0)
consists of a single point.
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5 Relation We consider a relation between the approximately derivative and the deriva-
tive. However it is not known any desirable relation. In this section we consider the case
where X = R and Y is totally ordered.

Theorem 5.1. Let X = R, Y a complete vector lattice with total ordering, x0 ∈ D ∈ OX

and F a mapping from D into Y .

(1) If F is right differentiable at x0, then it is approximately right differentiable and
o-D+F (x0) = o-AD+F (x0).

(2) If F is left differentiable at x0, then it is approximately right differentiable and
o-D−F (x0) = o-AD−F (x0).

Proof. Let l = o-D+F (x0). Then there exists {wx0,e} ∈ Us
L(X,Y )(KX ,≥) such that for any

e ∈ KX there exists δx0 ∈ KR such that |F (x0 +h)−F (x0)− l(h)| ≤ wx0,e(h) for any h ∈ X
with 0 < h ≤ δx0e. Let l′ ∈ L(X,Y ) with l′ > 0. Since Us

L(X,Y )(KX ,≥) is totally ordered,
there exists e ∈ KX such that wx0,e(h) < 1

2 l′(h) for any h ∈ KX with 0 < h ≤ δx0e. Let
l′′ = l + 1

2 l′. Then l ≤ l′′ < l + l′ and l′′ ∈ L+
sup(F, x0). Actually since for any h ∈ KX with

0 < h ≤ δx0e, x0 + h ∈ D

F (x0 + h) − F (x0) ≤ (l + wx0,e)(h) < l′′(h),

it holds that E+
sup(l′′; F, x0) ∩ [x0, x0 + h] = ∅. Therefore x0 is a right dispersion point of

E+
sup(l

′′; F, x0). Then l′′ ∈ L+
sup(F, x0). Therefore l satisfies (a-S1R). Similarly it can be

proved that l satisfies (a-I1R). By Lemma 3.4 F is approximately right differentiable at
x0. By Theorem 4.1 we obtain that o-D+F (x0) = o-AD+F (x0). The rest can be proved
similarly.
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REPRODUCING PROPERTY FOR INTERPOLATIONAL PATH
OF OPERATOR MEANS

Jun Ichi Fujii

　　　　　　　Received 24 February 2014 ; Revised 4 March 2014

Abstract. We show that the solution of the 2-variable Karcher equation for the
derivative solidarity coincides with the original interporational path of operator means,
where the derivative solidarity for an interpolational path of operator means A mtB is
defined as A smB = ∂A mtB

∂t

˛

˛

t=0
.

Let m be an operator mean in the sense of Kubo-Ando [7] which is defined by a positive
operator monotone function fm on the half interval (0,∞) with fm(1) = 1;

Am B = A
1
2 fm

(
A− 1

2 BA− 1
2

)
A

1
2

for positive invertible operators A and B on a Hilbert space. Thus the operator mean can be
constructed by a numerical function fm(x) = 1m x which is called the representing function
of m. For a symmetric operator mean m , i.e., A m B = B m A, the initial conditions

Am0B = A, A m 1
2
B = Am B, A m1B = B

and the following inductive relation

(2) Am 2k+1
2n+1

B = (Am k
2n

B)m (Am k+1
2n

B) = (Am k+1
2n

B)m (Am k
2n

B)

for nonnegative numbers n and k with 2k+1 < 2n+1 determine the continuous path AmtB
from A to B of operator means. In particular,

(3) Am 1
2n

B = Am(Am 1
2n−1

B) = A(A m(Am 1
2n−2

B)) = · · · =

n times︷ ︸︸ ︷
A(A(· · · (A m B

n times︷ ︸︸ ︷
) · · · )) .

Then, if the limit
A smB = lim

n→∞
2n(Am 1

2n
B − A)

exists, it defines the solidarity whose representing function Fs(x) = 1 sx is a strictly increas-
ing operator monotone function. The solidarity s in ([4]) is defined as a binary operation
A sB for positive (invertible) operators A and B by

A sB = A
1
2 F

(
A− 1

2 BA− 1
2

)
A

1
2

for some operator monotone function F on (0,∞). It has also typical properties of operator
means except the monotonicity on the left-term. In particular, note that the transformer
equality

T (A sB)T ∗ = (TAT ∗) s (TBT ∗)
2000 Mathematics Subject Classification. 47A64, 47A63, 26E60.
Key words and phrases. operator mean, operator monotone function, path, geodesic, quasi-arithmetic

mean.

Scientiae Mathematicae Japonicae, 78, No. 1 (2015), 43–51 :e-2015, 13–21 43

RINGS WITH IDEAL CENTRES

Stephen M. Buckley and Desmond MacHale
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Abstract. We discuss the condition that the centre of a ring is an ideal. We also show
that some classical commutativity results of Jacobson and Herstein have elementary
proofs under the added assumption that the centre is an ideal.

1 Introduction Since in a group G, the centre Z(G) is always a normal subgroup, one
might expect that the centre Z(R) of a ring would be a (two-sided) ideal in R. This is not
true in general, though it can be true in some cases: at one extreme, it is trivially true
if R is commutative, and at the other extreme it is also trivially true if R is “extremely
non-commutative” in the sense that Z(R) = {0}. Thus rings where it fails to hold are in
some sense “moderately non-commutative”. We say that a ring R has an ideal centre if its
centre is an ideal.

One of the main aims of this paper is to show that some classical ring commutativity
results of Jacobson and Herstein, which we now state, have elementary proofs if we restrict
to rings with ideal centres. Jacobson [12] proved that rings R satisfying an identity of the
form xn(x) = x are commutative. Rings satisfying such an identity are rather special, but
Herstein showed that commutativity is equivalent to the weaker condition xn(x)−x ∈ Z(R);
see [9]. Herstein then generalized this result further:

Theorem A (Herstein [10]). A ring R is commutative if and only if for each x ∈ R there
exists f(X) ∈ X2Z[X] such that f(x) − x ∈ Z(R).

In the above result, f(X) ∈ X2Z[X] means that f(X) is a formal polynomial with
integer coefficients (in the indeterminate X) which is formally divisible by X2. We view f
as a function on R in the natural way.

Subsequently, Herstein gave the following quite different generalization of Jacobson’s
theorem; here and later, [x, y] = xy − yx is the commutator of x and y.

Theorem B (Herstein [11]). A ring R is commutative if and only if for each x, y ∈ R there
exists an integer n(x, y) > 1 such [x, y]n(x,y) = [x, y].

Known proofs of Theorems A and B require Jacobson’s structure theory of rings, but
we give elementary proofs of the following variants of these results.

Theorem 1. A ring R with ideal centre is commutative if and only if for each x ∈ R there
exists f(X) ∈ X2Z[X] such that f(x) − x ∈ Z(R).

Theorem 2. The following conditions are equivalent for rings R with ideal centres.

(a) R is commutative.

(b) For each x, y ∈ R there exists an integer n(x, y) > 1 such [x, y]n(x,y) = [x, y].
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holds for invertible operators T .
If this path mt is differentiable for t, then

A smB = lim
t→0

A mtB − A

t
=

∂A mtB

∂t

∣∣∣
t=0

.

So it is called the derivative solidarity for m. Its representing function Fs satisfies Fs(1) = 0
and F ′

s(1) = 1 ([6]).
If a path satisfies

(A mrB)mt(AmsB) = Am(1−t)r+ts B

for all weights r, s, t ∈ [0, 1], then we call it an interporational path and also call the original
mean an interpolational one as in [5, 6]. In the preceding paper [3], we showed that mt is
interpolational if and only if it satisfies the mixing property :

(am b)m (cm d) = (a m c) m (bm d)

for all positive numbers a, b, c and d. This shows that the logarithmic operator mean

ALB = A
1
2 �

(
A− 1

2 BA− 1
2

)
A

1
2

for the function �(x) = (x−1)/ log x is not interpolational. We also showed in [6] that every
interpolational path is convex by the maximality of the arithmetic mean in the symmetric
operator means m = m1/2;

A m t+s
2

B = (AmtB)m (AmsB) ≤ AmtB + AmsB

2
.

Moreover it is differentiable and hence has always the derivative solidarity. This construction
is similar to Uhlmann’s one [9] that defines the relative entropy from interpolations.

For r ∈ [−1, 1], the following parametrized operator means #(r)
t , which are also called

the quasi-arithmetic ones (cf. [2]),

A#(r)
t B = A

1
2

(
(1 − t)I + t

(
A− 1

2 BA− 1
2

)r) 1
r

A
1
2

are interpolational. The path #t = #(0)
t = limε↓0 #(ε)

t ;

A#tB = A
1
2

(
A− 1

2 BA− 1
2

)t

A
1
2

is that of the geometric operator mean and it is also the geodesic of the Finsler manifold of
the positive invertible operators by Corach-Porta-Recht [1].

In [5, 6], we considered a map m �→ sm from the interporational means m to the
solidarities, say Uhlmann’s transform by the above reason, but we could not discuss the
inverse map then. In this paper, we will show that the solution X of the (2-variable)
Karcher equation

(4) (1 − t) (X smA) + t (X smB) = 0

is the original path A mtB as M.Pálfia suggested as we see later. This Karcher equation is
equivalent to

(4′) (1 − t)F
(
X− 1

2 AX− 1
2

)
+ tF

(
X− 1

2 BX− 1
2

)
= 0

for the representing function Fs(x) = 1 smx.
To see this, we make some preparations. By the interpolationality of mt, its representing

function ft has the following property:
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is the original path A mtB as M.Pálfia suggested as we see later. This Karcher equation is
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= 0

for the representing function Fs(x) = 1 smx.
To see this, we make some preparations. By the interpolationality of mt, its representing

function ft has the following property:

Reproducing property for interpolational path

Lemma 1. fs(ft(x)) = fst(x).

Proof. By the interpolationality, we have

fs(ft(x)) = 1ms(1mt x) = (1m0 x)ms(1mt x) = 1m0(1−s)+ts x = fst(x).

Since m is symmetric and mt is homogeneous, we have:

Lemma 2. B m1−tA = AmtB and xf1−t

(
1
x

)
= ft(x).

Proof. The former follows from the construction (2). So we have

xf1−t

(
1
x

)
= x

(
1m1−t

(
1
x

))
= x m1−t 1 = 1mt x = ft(x).

Consider the derivative function Ft(x) = ∂ft(x)
∂t (where Fs = F0). In [6], we showed

F0(ft(x)) = tFt(x). Moreover we have:

Lemma 3. Fs(ft(x)) = tFts(x) and F1−t

(
1
x

)
= − 1

xFt(x).

Proof. By the definition of Fs and Lemma 1, we obtain

Fs(ft(x)) = lim
r→s

fr(ft(x)) − fs(ft(x))
r − s

= t lim
r→s

ftr(x) − fts(x))
tr − ts

= tFts(x).

Also the formula

− 1
x

Ft(x) = lim
s→t

fs(x)/x − ft(x)/x

−(s − t)
= lim

s→t

f1−s(1/x) − f1−t(1/x)
(1 − s) − (1 − t)

= F1−t

(
1
x

)

follows from the property f1−t(1/x) = ft(x)
x in Lemma 2.

Let st be the solidarity defined by the derivative Ft. Then the above Lemma shows the
formulae for tangent vectors and the transpose relation:

Theorem 4. For the above solidarity st for an interpolational path mt,

A ss(A mtB) = tA sts B and − A stB = B s1−t A

for parameters s, t ∈ [0, 1].

Proof. Lemma 2 shows the first formula by

A ss(A mtB) = A
1
2 Fs

(
ft

(
A− 1

2 BA− 1
2

))
A

1
2

= tA
1
2 Fst

(
A− 1

2 BA− 1
2

)
A

1
2 = tA sts B.

Also, since the transformer equality and Lemma 2 imply

X stI = X(I stX
−1) = XFt(X−1) = −F1−t(X),

we have

−A stB = B
1
2

[(
B− 1

2 AB− 1
2

)
stI

]
B

1
2 = −B

1
2 F1−t

(
B− 1

2 AB− 1
2

)
B

1
2 = B s1−t A.
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Now we show the reproducing property:

Theorem 5. Let F be the representing function for a derivative solidarity sm for an in-
terpolational mean m, the solution of the Karcher equation (4) is the interpolational path
AmtB.

Proof. The homogeneity for operator means shows that we have only to show that the
solution y of the numerical equation

(4′′) (1 − t)F
(

1
y

)
+ tF

(
x

y

)
= 0

is given by y = ft(x) = 1mtx. In fact, by the above lemma, we have

(1 − t)F0

(
1

ft(x)

)
+ tF0

(
x

ft(x)

)

= − 1 − t

ft(x)
F1(ft(x)) − t

f1−t(1/x)
F1(f1−t(1/x))

= − (1 − t)t
ft(x)

Ft(x) − t(1 − t)
f1−t(1/x)

F1−t(1/x)

= − t(1 − t)
ft(x)

Ft(x) +
t(1 − t)

(1/x)ft(x)
1
x

Ft(x) = 0.

Thus we obtain y = ft(x).

In a RIMS Workshop held at November 6–8, 2013 in Kyoto, M.Pálfia [8] posed an
interesting problem when the solution of the Karcher equation (4) is a path of operator
means for an operator monotone function F with F (1) = 0 and F ′(1) = 1. So we observe the
above theorem from this constructive viewpoint: In (4′′), it follows from the monotonicity
of F that

x

y
= F−1

(
−1 − t

t
F

(
1
y

))
.

So, putting

gt(y) = yF−1

(
−1 − t

t
F

(
1
y

))
,

we have x = gt(y). Thus if we find an interpolational path ft with y = ft(gt(y)) = ft(x),
the solution X coincides with AmtB for the corresponding path 1mtx = ft(x). But we
notice that gt is not monotone:
Remark. Let mt be an interpolational path defined by a function

ft(x) =
(
1 − t + t

√
x
)2

.

Then it must be a solution of (4′). The derivative solidarity is determined by F (x) =
2(
√

x − 1). Since

F−1(z) =
(z

2
+ 1

)2

,

the above function is

gt(y) = y

(
1 − 1 − t

t

(√
1
y
− 1

))2

=

(√
y − (1 − t)

)2

t2
,

which is convex with the minimum 0 at y = (1−t)2. It is not monotone on (0,∞), but in the
region y > (1−t)2, the function gt(y) is monotone and its inverse function is (1 − t + t

√
x)2,

which is operator monotone.
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Finally we give an example of operator monotone function F satisfying F (1) = 0 and
F ′(1) = 1 that does not induce an operator mean:

Example. Let F (x) = 2(
√

2(x + 1) − 2). Then we have F (1) = 0, F ′(1) = 0 and

F−1(z) =
(z + 4)2

8
− 1.

It follows that

gt(y) =

(
2
√

y − 1−t
t

(√
2(1 + y) − 2

√
y
))2

2
− y

and hence
t2gt(y) = (3 − 2t)y + (1 − t)2 − 2(1 − t)

√
2(1 + y)y.

Thus we have
g 1

2
(y) = 8y + 1 − 4

√
2(1 + y)y.

This function is convex and g 1
2
(y) = 0 for y = 2±

√
2

8 . But, even in the region y > 2+
√

2
8

where gt is monotone and positive, the inverse function

f 1
2
(x) =

2(x + 1) +
√

2x2 + 12x + 2
8

is not operator monotone. In fact, a concave function h(x) =
√

x2 + 6x + 1 is not operator
monotone (and hence not operator concave) since Arg z < Argh(z) for some z in the upper
half complex plane: Consider z = reit for t = 3π

4 . Then

h(z)2 = 1 + 6r

(
− 1√

2
+

i√
2

)
− ir2,

Rez2 = 0 and Re h(z)2 = 1−3
√

2r. It follows that Arg f(z) > 3π
4 for r < 1

3
√

2
, which shows

h is not operator monotone.
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Abstract. In managing service provider businesses, it is important to decentral-
ize consumers at peak time and increase sales not at peak time as well. Shy and
Stanbacka[5] have dealt with this problem to explore optimal service hours under a
specific ideal time distribution, and discussed the existence of optimal opening and
closing times. In the actual environments, however, service providers strategically
introduce a wide variety of special offers such as discounted price to collect more con-
sumers.

In this study, we deal with optimal service hours with a special offer of price discount
immediately after the opening time and just before the closing time with the view to
attracting extra consumers whose ideal and convenient service times are before the
opening time and after the closing time. Under the ideal service time distribution by
Shy and Stanbacka[5], the provider’s profit is first formulated as an objective function
to be maximized and then clarified is the condition under which the service provider
can earn more profit by special offers than without special offers. An optimal business
hours is also explored to clarify the conditions where there exist optimal opening and
closing times. Numerical examples are also presented to illustrate the proposed model
formulation.

1 Introduction
Business hours have been traditionally regulated particularly in many European countries
although the liberalization of business hours generated debates in these three decades(see,
e.g., De Meza[4], Ferris[2], Clemenz [1], Inderst and Irmen[3]).

On the other hand, service providers as well as retailers are eager to make more profits
by strategic managements. It is especially important for service industries to decentralize
consumers in peak time and increase sales not in peak time. Shy and Stanbacka[5] have
dealt with this problem to explore optimal service hours. Under a specific ideal service time
distribution of consumers, they discussed the existence of optimal service hours.

A special offer such as early birds specials and/or closing time discount/sale is one of the
effective strategies for service industries as well as retailers since they can possibly increase
the sales not in peak time. We can observe, in the real circumstances, special offers in a
wide variety of service and retailing industries, e.g., morning perm at a beauty salon, happy
hour at a hotel, midnight discount of a telecommunications industry, special time discount
in business logistics and so forth.

This study confines itself to a service provider having a special offer of price discount
immediately after the opening time and just before the closing time. This type of special
offer is effective since they can attract extra consumers whose ideal or convenient service
times are before the opening time or after the closing time.

First, we formulate the provider’s profit as an objective function under the ideal service
time distribution introduced by Shy and Stanbacka[5]. Clarified are the conditions under
which the service provider can increase his profit by the special offer.
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dealt with this problem to explore optimal service hours. Under a specific ideal service time
distribution of consumers, they discussed the existence of optimal service hours.

A special offer such as early birds specials and/or closing time discount/sale is one of the
effective strategies for service industries as well as retailers since they can possibly increase
the sales not in peak time. We can observe, in the real circumstances, special offers in a
wide variety of service and retailing industries, e.g., morning perm at a beauty salon, happy
hour at a hotel, midnight discount of a telecommunications industry, special time discount
in business logistics and so forth.

This study confines itself to a service provider having a special offer of price discount
immediately after the opening time and just before the closing time. This type of special
offer is effective since they can attract extra consumers whose ideal or convenient service
times are before the opening time or after the closing time.

First, we formulate the provider’s profit as an objective function under the ideal service
time distribution introduced by Shy and Stanbacka[5]. Clarified are the conditions under
which the service provider can increase his profit by the special offer.
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Second, we explore optimal business hours maximizing the provider’s profit to show the
conditions where there exist unique optimal opening and closing times. Numerical examples
are also presented to illustrate the characteristics of the proposed model.

2 Model Formulation

2.1 Assumptions and notations The assumptions and the relevant notations of this
study are as follows;

(a) Each individual consumer has her own ideal service time to visit the provider or to
receive his service.

(b) The utility of each consumer is given by Ut when she purchase a service product at time
t.

(c) Each consumer obtains utility, u0, by purchasing a service product.

(d) The regular selling price of service is p.

(e) The provider sells his service product at price αp as his special offer, where 0 < α < 1.

(f) The time during which a special offer is provided is denoted by τ(> 0).

(g) A consumer owes ω per unit time in visiting the provider or receiving his service earlier
or later than her ideal time.

(h) The opening and closing times are, respectively, to and tc, where we have 0 ≤ to ≤ tc ≤
1.

(i) The raw price per service product is given by c1, while the operation cost of the service
provider per unit of time is c2.

2.2 Ideal time distribution In this study, we assume that a demand quantity, qt, at
ideal time t is given by

(21) qt =





n[µ + 4(1 − µ)t], 0 ≤ t < 1
2

n[4 − 3µ − 4(1 − µ)t], 1
2 ≤ t ≤ 1

,

where n repsresents the population size and µ (0 ≤ µ ≤ 1) measures the degree of uniformity.
Figure 1 shows the ideal time distribution given by Eq. (21) for n = 1 against various values
of µ.

Shy and Stanbacka[5] have assumed the above ideal time distribution on the unit circle
with the view to formalizing the idea that there are spillovers between time periods. In this
study, however, we assume the same structure of the ideal time distribution on the unit
time interval [0, 1]. This is because spillovers are an important factor only when the service
provider sells his products for almost whole unit time period, and in such a situation the
strategic determination of service hours might not be necessary.

We here introduce an additional assumption as follows:

(j) When the selling price is reduced to αp at t, demand quantity qt increases to [1+β(α)]qt

with β(α) > 0 for 0 < α < 1.
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Figure 1: Ideal time distribution(n = 1).

Assumption (j) signifies the price elasticity η of demand is given by

η = −
β(α)qt

qt

(α−1)p
p

=
β(α)
1 − α

, 0 < α < 1,

where limα→1−0 β(α) = 0.
In the following, consumers represented by the demand quantity qt are called type A ,

while those expressed by β(α)qt are referred to type B. Moreover, we concentrate upon the
case where values of α and β(α) are both specified to specific values, and β(α) is written
as β for simplicity.

3 Consumers’ Behavior

3.1 Best response Since the ideal time distribution by Eq. (21) reveals a symmetrical
shape, the opening time, to, and the closing time, tc, are also symmetrical with respect to
t = 1

2 , accordingly we have
tc = 1 − to.

Hence, we focus on the former half of period [0, 1
2 ] to discuss the opening time, to, hereafter.

(1) Type A consumers’ response When the provider introduces early birds specials and/or
closing time discount/sale, the best response of type A consumers with ideal time t becomes
as follows:

i) If t ∈ [0, t
(1a)
o ], type A consumers are reluctant to wait until to, and purchase no

service product, where

(31) t(1a)
o = to −

u0 − αp

ω
.

Consequently, their net utility is given by

Ut = 0.
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case where values of α and β(α) are both specified to specific values, and β(α) is written
as β for simplicity.
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2 , accordingly we have
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(1) Type A consumers’ response When the provider introduces early birds specials and/or
closing time discount/sale, the best response of type A consumers with ideal time t becomes
as follows:

i) If t ∈ [0, t
(1a)
o ], type A consumers are reluctant to wait until to, and purchase no

service product, where

(31) t(1a)
o = to −

u0 − αp

ω
.
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ii) If t ∈ (t(1a)
o , to], type A consumers purchase a service product at the discounted price,

αp, by waiting until to. In this case, their net utility becomes

Ut = u0 − αp − ω(to − t).

iii) Type A consumers with t ∈ (to, to+τ ] purchase a service product at their ideal service
time at αp, and hence we have

Ut = u0 − αp.

iv) In the case of t ∈ (to + τ, t
(2)
o ], the consumers purchase a service product earlier than

their ideal time at αp, and thereby

Ut = u0 − αp − ω[t − (to + τ)],

where

(32) t(2)o = to + τ +
(1 − α)p

ω
.

It should be noted in Eq. (32) that t
(2)
o �= to + τ + u0−αp

ω since consumers with ideal
time t can obtain positive utility u0 −p even at t, and therefore t

(2)
o should be derived

from the condition in reference to t; u0 − αp − ω[t − (to + τ)] ≥ u0 − p.

v) When t ∈ (t(2)o , 1
2 ], type A consumers will purchase a service product at p, at their

ideal time t, and hence
Ut = u0 − p.

(2) Type B consumers’ response The best response of type B consumers with ideal time
t is described as follows:

i) If t ∈ [0, t
(1b)
o ], type B consumers would not wait until to and purchase no service

product at αp, where

(33) t(1b)
o = to −

(1 − α)p
ω

.

Consequently, their net utility becomes

Ut = 0.

ii) If t ∈ (t(1b)
o , to], type B consumers purchases a service product at αp, by waiting until

to. In this case, the maximum value of their net utility can be represented by

Ut = (1 − α)p − ω(to − t).

iii) Consumers with t ∈ (to, to + τ ] purchase a service product at discounted price, αp, at
their ideal service time, and hence their maximum net utility can be expressed as

Ut = (1 − α)p.

iv) In the case of t ∈ (to +τ, t
(2)
o ], type B consumers purchase a product earlier than their

ideal time at αp, and their maximum net utility becomes

Ut = (1 − α)p − ω[t − (to + τ)].

v) When t ∈ (t(2)o , 1
2 ], type B consumers would purchase no service product yielding

Ut = 0.
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3.2 Domain of opening time It is neither reasonable nor proper for a consumer with
ideal time t < 0 to wait until to, and we assume

min
(
t(1a)
o , t(1b)

o

)
= t(1a)

o = to −
u0 − αp

ω
≥ 0,

which constrains the opening time to satisfy

(34) to ≥ u0 − αp

ω
.

The right-hand-side of this equation is denoted by tL in the following.
Likewise, it is reasonable to assume

t(2)o ≤ 1
2
,

which is equivalent to

(35) to ≤ 1
2
− τ − (1 − α)p

ω
.

The right-hand-side of the above equation is denoted by tU .
It should be noted here that Eqs.(34) and (35) yield,

u0 − αp

ω
≤ 1

2
− τ − (1 − α)p

ω
,

which singifies, at the same time, that ω should satisfy

(36) ω ≥ 2[u0 + (1 − 2α)p]
1 − 2τ

.

From Eqs. (34) and (35), the domain of to is, as a result, given by

(37) tL ≡ u0 − αp

ω
≤ to ≤ 1

2
− τ − (1 − α)p

ω
≡ tU .

4 Provider’s Profit
Let Q1A(to) express the number of type A consumers who purchase a service product at
αp, then

Q1A(to) =
∫ t(2)o

t
(1a)
o

qtdt(41)

= 2n

[
τ +

u0 + (1 − 2α)p
ω

] [
µ + 2(1 − µ)

(
2to + τ − u0 − p

ω

)]
.

By letting Q1B(to) signify the number of type B consumers who purchase a service product
at αp, we have

Q1B(to) = 2
∫ t(2)o

to(1b)
βqtdt(42)

= 2nβµ

[
τ +

2(1 − α)p
ω

]
+ 4nβ(1 − µ)

[
τ +

2(1 − α)p
ω

]
(2to + τ) .
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On the other hand, let us denote, by Q2(to), the number of consumers who purchase a
service product at the regular price, p, then we have

Q2(to) = 2
∫ 1

2

t
(2)
o

qtdt

= 2n

[
1
2
− to − τ − (1 − α)p

ω

]{
µ + 2(1 − µ)

[
1
2

+ to + τ +
(1 − α)p

ω

]}
.(43)

Hence, the provider’s profit becomes

(44) Π(to) = (αp − c1) [Q1A(to) + Q1B(to)] + (p − c1)Q2(to) − c2(1 − 2to).

We here introduce the following additional constraints so that the provider’s profit can
take on a positive value at its demand peak and a negative value at its demand off-peak;

n(2 − µ)(p − c1) > c2,(45)
nµ(p − c1) < c2.(46)

Further, we also assume
c1 < αp,

not to lose profit by the special offer. This provides a lower bound for α and consequently
the domain of α is given by

(47)
c1

p
< α < 1.

The above observations yield the following proposition:

Proposition 1 If u0 − p ≤ (1−α)p and β(αp− c1) > (1−α)p, the service provider can
increase his profit by introducing a special offer.

Proof. When the service provider should not offer the discounted price, αp, type A

consumers with ideal service time t satisfying to − u0−p
ω ≤ t ≤ to + τ + (1−α)p

ω would
purchase a service product at its regular price, p (> αp). This indicates that the service
provider prepares himself for decrease in profit due to the special offer given by

(48) Π1 = (1 − α)p
∫ to+τ+

(1−α)p
ω

to−u0−p
ω

qtdt.

At the same time, however, the special offer will induce type A consumers with ideal time
t satisfying to − u0−αp

ω ≤ t < to − u0−p
ω to enjoy the special offer by shifting their ideal time,

and thereby the provider can increase his profit by

(49) Π2 = (αp − c1)
∫ to−u0−p

ω

to−u0−αp
ω

qtdt.

In addition, type B consumers with ideal time t satisfying to− (1−α)p
ω ≤ t ≤ to+τ+ (1−α)p

ω
would purchase a service product at αp, the provider can further increase his profit by

(410) Π3 = (αp − c1)
∫ to+τ+

(1−α)p
ω

to− (1−α)p
ω

βqtdt.
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Let Π0 be defined by Π0 ≡ Π2 + Π3 − Π1, then we have

Π0 = [β(αp − c1) − (1 − α)p]
∫ to+τ+

(1−α)p
ω

to−u0−p
ω

qtdt

+(αp − c1)

[
β

∫ to−u0−p
ω

to− (1−α)p
ω

qtdt +
∫ to−u0−p

ω

to−u0−αp
ω

qtdt

]
.(411)

If β(αp−c1) > (1−α)p, the first term in the right-hand-side of Eq. (411) takes on a positive
value. In addition, if u0 − p ≤ (1−α)p, the second term in the right-hand-side of Eq. (411)
is also positive, and consequently, Π0 > 0. �

5 Optimal Strategy
This section seeks for an optimal opening time, t∗o, and thereby an optimal closing time, t∗c ,
can also be obtained by the symmetric structure of the ideal time distribution. Numerical
examples are also presented to illustrate the proposed model formulation.

5.1 Analysis From Eq. (44), we have

(51)
dΠ(to)

dto
= (αp − c1)

[
dQ1A(to)

dto
+

Q1B(to)
dto

]
+ (p − c1)

dQ2(to)
dto

+ 2c2.

By letting us denote, by π(to), the right-hand-side of Eq. (51), we have

π(to) = 8n(1 − µ)(αp − c1)
{

τ +
u0 + (1 − 2α)p

ω
+ β

[
τ +

2(1 − α)p
ω

]}
(52)

−8n(1 − µ)(p − c1)
[
to + τ +

(1 − α)p
ω

]
− 2nµ(p − c1) + 2c2,

which indicates π(to) is strictly decreasing in to.
In addition, we have

π

(
u0 − αp

w

)
= −8n(1 − µ)(1 − α)p

[
τ +

u0 + (1 − 2α)p
ω

]
(53)

+8nβ(1 − µ)(αp − c1)
[
τ +

2(1 − α)p
ω

]

−2nµ(p − c1) + 2c2,

π

(
1
2
− τ − (1 − α)p

ω

)
= 8n(1 − µ)(αp − c1)

{
(β + 1)

[
τ +

2(1 − α)p
ω

]
+

u0 − p

ω

}

−4n(1 − µ)(p − c1) − 2nµ(p − c1) + 2c2.(54)

Now, let A and B be defined by

A ≡ −4n(1 − µ)(1 − α)p
[
τ +

u0 + (1 − 2α)p
ω

]

+4nβ(1 − µ)(αp − c1)
[
τ +

2(1 − α)p
ω

]
− nµ(p − c1) + c2,(55)

B ≡ 4n(1 − µ)(αp − c1)
{

(β + 1)
[
τ +

2(1 − α)p
ω

]
+

u0 − p

ω

}
− 2n(1 − µ)(p − c1)

−nµ(p − c1) + c2,(56)

and then the optimal opening time, t∗o, can be discussed under the following classification:
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π

(
1
2
− τ − (1 − α)p

ω

)
= 8n(1 − µ)(αp − c1)

{
(β + 1)

[
τ +

2(1 − α)p
ω

]
+

u0 − p

ω

}

−4n(1 − µ)(p − c1) − 2nµ(p − c1) + 2c2.(54)

Now, let A and B be defined by

A ≡ −4n(1 − µ)(1 − α)p
[
τ +

u0 + (1 − 2α)p
ω

]

+4nβ(1 − µ)(αp − c1)
[
τ +

2(1 − α)p
ω

]
− nµ(p − c1) + c2,(55)

B ≡ 4n(1 − µ)(αp − c1)
{

(β + 1)
[
τ +

2(1 − α)p
ω

]
+

u0 − p

ω

}
− 2n(1 − µ)(p − c1)

−nµ(p − c1) + c2,(56)

and then the optimal opening time, t∗o, can be discussed under the following classification:
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(a) If we have A > 0, further classification is necessary.

i) In the case of B ≥ 0, t∗o is given by

t∗o =
1
2
− τ − (1 − α)p

ω
= tU .

ii) On the contrary, in case we have B < 0, t∗o is given by

t∗o =
αp − c1

p − c1

{
τ +

u0 + (1 − 2α)p
ω

+ β

[
τ +

2(1 − α)p
ω

]}

− µ

4(1 − µ)
+

c2

4n(1 − µ)(p − c1)
− τ − (1 − α)p

ω
.

(b) If we have A ≤ 0, then π(to) ≤ 0 and hence

t∗o =
u0 − αp

ω
= tL.

As for the optimal opening time, t∗o, we have the following proposition:

Proposition 2 For the ideal time distribution with µ = 1, if p − c1 ≥ c2
n , the optimal

opening time becomes t∗o = u0−αp
ω = tL, otherwise we have t∗o = 1

2 − τ − (1−α)p
ω = tU .

Proof. In the case of µ = 1, the relationship, p − c1 ≥ c2
n , reveals A ≤ 0 from Eq. (55)

along with π(to) ≤ 0. On the contrary, p − c1 < c2
n signifies B > 0 and hence π(to) > 0. �

5.2 Numerical examples This subsection presents numerical examples to illustrate
the proposed model. Table 1 shows the optimal opening time, t∗o, and its corresponding
profit, Π(t∗o), together with tL and tU against various values of µ and α when (n, τ, u0, p, ω, c1,
c2, β) = (1, 0.05, 10, 9, 40, 4, 3, 0.35). It is observed in Table 1 that the optimal opening time,
t∗o, satisfies tL < t∗o < tU in the case of µ = 0.25. In the case of µ = 0.5 as well, α = 0.80
and 0.85 indicate tL < t∗o < tU . In the other cases, we have t∗o = tL. This is because the
ideal time distribution shows a faltter shape with a smaller value of qt at its demand peak
when µ increases.

Table 1: Optimal strategies
µ 0.25 0.5 0.75
α 0.75 0.80 0.85 0.75 0.80 0.85 0.75 0.80 0.85
tL 0.081 0.07 0.059 0.081 0.07 0.059 0.081 0.07 0.059
tU 0.398 0.405 0.416 0.398 0.405 0.416 0.398 0.405 0.416
t∗o 0.145 0.159 0.167 0.081 0.092 0.100 0.081 0.07 0.059

Π(t∗o) 2.278 2.410 2.500 2.130 2.246 2.323 2.043 2.191 2.287

Figure 2 shows the shape of the profit function, Π(to), for µ = 0.25, 0.50 and 0.75 against
α = 0.8 with the other parameter values set to the same for Table 1. It is observed in Fig.
1 that Π(to) apparently has its maximum when µ = 0.25. In the case of µ = 0.5, Π(to) has
its maximum at to = 0.092 as shown in Table 1, while Π(to) decreases with increasing to
for µ = 0.75.
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6 Concluding Remarks
This study proposed a mathematical model of an optimal number of service hours for service
providers that offer early birds specials and closing time discounts for a service product. By
introducing the ideal service time distribution considered by Shy and Stancbaka, clarified
were the conditions under which service proviers can earn more profit by special offers. The
conditions were also shown that there exist optimal opening and closing times. Numerical
examples were presented to illustrate the theoretical underpinnings of the proposed model
formulation, and to show the effectiveness of introducing special offers for service providers.

Under the proposed model, however, optimality of the discounted price has not been
discussed. One of useful extensions of our work is to explicitly introduce the price elasticity
of demand to explore an optimal strategy with regard to the opening (and closing) time as
well as the discounted price.
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Abstract. Based on a curved exponential family, there is a regularity condition that
the score function with random variables is the linear independence, which is commonly
used in the information geometry. An equivalence relation to the regularity condition
is that the Fisher information is positive definite under the curved exponential family.
We investigate a key condition for two regularity conditions and we recognize it as the
linear independence for the first derivative of natural parameter with respect to the
parameter.

1 Introduction [3] introduced the ideas of the statistical curvature with respect to the
asymptotic information loss. [1] introduced the statistical differential manifold and devel-
oped α-connection and m-connection in the curved exponential family. A lot of researchers
have investigated the information geometry and there are a lot of fruitful and valuable
results for the asymptotic.

In the framework of the information geometry, the statistical manifold {p(x; θ)} is based
on the family of distributions with a parameter θ ∈ Θ ⊆ Rk. Among the regularity
conditions in this framework, a regularity condition which we consider is that the derivatives
{∂�(θ)/∂θi} are linearly independent where �(θ) is the log-likelihood ([4](page 76), [2](page
29)). It seems that the linear independence on the derivatives is reasonable for constructing a
tangent space in the statistical manifold, but we wonder whether this assumption is rational
with respect to the underlying distribution of the random variable. Remark that we do not
intend to consider singular models that do not satisfy the usual regularity conditions.

Based on a curved exponential family, an equivalence relation to the regularity condition
that the score function with random variables is the linear independence is the regularity
condition that the Fisher information is positive definite ([2](pages 25–29)). We investi-
gate a key condition for above two regularity conditions and we recognize it as the linear
independence for the first derivative of natural parameter with respect to the parameter.

2 The regularity condition [2](pages 25–29) considers a family of probability distribu-
tion on X , i.e., S = {pθ = p(x; θ) |θ ∈ Θ ⊆ Rk} as k-dimensional statistical model on a set
X which is a discrete set or Rm (k ≤ m). Letting p be a probability (density) function on
X , the support of p is defined by supp(p) def= {x | p(x) > 0} which is assumed to be constant
with respect to θ, and X is redefined as supp(p), so that the statistical model S is a subset
of

P(X ) def=
{

p : X → R
∣∣∣∣ p(x) > 0 (∀x ∈ X ), a

∫

X
p(x)dx = 1

}
.

Note that the integral is interpreted as the summation if X is a discrete case. For the
statistical model S = {pθ}, defining the mapping ϕ : S → Rk by ϕ(pθ) = θ implies a
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Key words and phrases. Curved exponential family, regularity condition, linear independence, informa-
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coordinate system for S. Furthermore suppose that there is a C∞ diffeomorphism ψ :
Θ → ψ(Θ)(⊂ Rk), so that, if we use η = ψ(θ) as another parameter, then it holds that
S = {pθ |θ ∈ Θ} = {pψ−1(η) |η ∈ ψ(Θ)}. Thus a parameterization of S is a coordinate
system of S as a C∞ differentiable manifold.

Letting [θi] be a coordinate system in the statistical manifold S implies the vector fields
formed by the natural bases {∂i} ∈ Tθ(S) which is the tangent space. Note that ∂i means
∂

∂θi
and {∂i} are vector fields. The Fisher information matrix at θ in S is defined by the

k × k matrix G(θ) = (gij(θ)) where the (i, j)-th element of G(θ) is, for i, j = 1, . . . , k,

gij(θ) def= Eθ

[
∂i� ∂j�

]
=

∫

X
∂i�(x;θ) ∂j�(x; θ) p(x; θ) dx (∈ R),

where � = �(x; θ) = log p(x; θ) is the log-likelihood function and Eθ means the expectation
with respect to the distribution pθ. [2] shows the assumptions as follows:

(page 28, line 3 from below to page 29, line 5) The matrix G(„) is symmetric
(gij(„) = gji(„)), and since for any k-dimensional vector c = (c1, . . . , ck)t ( t denotes
transpose),

(1) ctG(„)c =

Z

(

k
X

i=1

ci ∂i�(x; „)

)2

p(x; „) dx ≥ 0,

it is also positive semidefinite. We assume further that G(„) is positive definite.

¿From the equation above, we see that this is equivalent to stating that the elements

of {∂1�, . . . , ∂k�} when viewed as functions on X are linearly independent, which,

in turn, is equivalent to stating that the elements of {∂1pθ, . . . , ∂kpθ} are linearly

independent.

(page 29, lines 13–16, 18) Now suppose that the assumption above hold, and define

the inner product of the natural basis of the coordinate system [θi] by gij(„) = 〈∂i, ∂j〉.
This uniquely determines a Riemannian metric g(„) = 〈, 〉. We call this the Fisher

metric, or alternatively, the information metric.

(page 29, line 18) Indeed we may write 〈X, Y 〉θ = Eθ[(X�)(Y �)] for all tangent

vectors X, Y ∈ Tθ(S).

The above assumptions seem to be the key to the regularity conditions in the information
geometry. For convenience sake, we shall define the following conditions:

Condition A The matrix G(θ) =
(〈

∂i, ∂j

〉
θ

)
=

(
Eθ

[
∂i� ∂j�

])
in (1) is positive definite

where ∂i, ∂j are the natural bases in Tθ(S) and � is the log-likelihood function.

Condition B The elements of
{
∂1�, . . . , ∂k�

}
are linearly independent.

In the curved exponential family with a parameter θ ∈ Θ ⊆ Rk, the density of the
random variable X ∈ Rm is p(x; θ) = exp{〈α(θ), x〉 − ψ(α(θ))}p0(x), where p0(x) is a
pivotal probability measure, α(θ) ∈ Rm is a curved natural parameter parametrized by θ,
the Euclidean inner product 〈, 〉 in the exponent is the usual product of two vectors, and
ψ(α(θ)) ∈ R is the cumulant generating function. Note that the natural parameter space
A is defined by A = {α ∈ Rm|

∫
exp{〈α, x〉}p0(x)dx < ∞} and {α(θ)} ∈ A.

Now we assume that supp(p) = Rm which is independent of the parameter θ. The usual
derivative of the log-likelihood � = log p(x; θ) with respect to the vector θ is defined by

∂θ �
def=

∂ �

∂ θ
=

(
∂1�, . . . , ∂k�

)T =
〈
α̇(θ), X − β(θ)

〉
(∈ Rk),
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where α̇(θ) = ∂α(θ)/∂θT and β(θ) = Eθ[X], that is, the i-th element is

∂i� = 〈∂iα(θ), X − β(θ)〉 (∈ R) (i = 1, . . . , k),

where ∂iα(θ) = ∂
∂θi α(θ). The matrix G(θ) is obtained by

(2) G(θ) = Eθ

[〈
∂θ �, ∂θ �

〉]
= α̇(θ)t Σ(θ) α̇(θ) (∈ Rk×k),

where Σ(θ) is the covariance matrix of X under the probability p(x; θ).
Since the derivative of � is ∂� = 〈α̇(θ), X − β(θ)〉 for k < m, Condition B means the

following relationship:

(3)
k∑

i=1

ci ∂i� =
〈 k∑

i=1

ci ∂iα(θ), X − β(θ)
〉

= 0 =⇒ ∀ ci = 0.

Although the derivatives {∂i�} (i = 1, . . . , k) are supposed to be linearly independent, they
are also random variables based on the distribution pθ and the matrix G(θ) is assumed
to be calculated by both the random variables {∂i�} and their distribution pθ. Note that,
in the exponential family (k = m), since ∂� = X − β, Condition B means the following
relationship:

(4)
m∑

i=1

ci ∂i� =
m∑

i=1

ci (Xi − βi) = 0 =⇒ ∀ ci = 0.

3 An underlying condition for those regularity conditions With respect to the
two conditions in the previous section, we investigate what are an underlying condition if
Condition A is equivalent to Condition B under the curved exponential family.

LEMMA 3.1 In the curved exponential family, assume that the covariance matrix Σ(θ) is
positive definite. Then Condition A is equivalent to the linear independence of {∂iα(θ)},
i.e.,

(5)
k∑

i=1

ci ∂iα(θ) = 0 =⇒ ∀ci = 0.

Proof: Since the covariance matrix is positive definite, we decompose the matrix as
follows: Σ(θ) = Σ(θ)1/2Σ(θ)1/2. Then the matrix G(θ) in (2) is decomposed by

G(θ) =
(
Σ(θ)1/2α̇(θ)

)t (
Σ(θ)1/2α̇(θ)

)

and is considered as the Gram matrix, so that, by its property, Condition A is equivalent
to that the k components {Σ(θ)1/2∂iα(θ)} of m × 1 vectors in Σ(θ)1/2α̇(θ) are linearly
independent, i.e.,

k∑
i=1

ci Σ(θ)1/2∂iα(θ) = Σ(θ)1/2

(
k∑

i=1

ci ∂iα(θ)

)
= 0 =⇒ ∀ci = 0,

so that, since the matrix Σ(θ)1/2 has the inverse, Condition A equals that {∂iα(θ)} are
linearly independent. �
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This lemma means that Condition A depends on only the derivatives of the natural
parameter α(θ), not the log-likelihood function �(θ) with the random variable X directly.

Note that, since α(θ) = α in an exponential family, it holds that ∂iα = ei which is the
i-th unit vector, so that the equivalent condition in Lemma 3.1 is

(6)
m∑

i=1

ci ei = 0 =⇒ ∀ci = 0,

which is trivial because of the property of unit vectors. Next we consider the equivalent
condition for Condition B.

LEMMA 3.2 In the curved exponential family, Condition B is equivalent to the condition
(5), i.e., the linear independence of {∂iα(θ)}.

Proof: Since Condition B is that the derivatives {∂i�} are linearly independent, i.e., (3),
for the equation

(7)

〈
k∑

i=1

ci ∂iα(θ), X − β(θ)

〉
= 0

in Condition B, we consider two cases as follows: Case (i)
∑k

i=1 ci ∂iα(θ) = 0 and Case (ii)∑k
i=1 ci ∂iα(θ) �= 0. For the Case (i), the equation (7) always holds without reference to

the random variable X, so that the Condition (5) implies Condition B.
On the other hand, for the Case (ii), it holds under the condition as follows:

(8) X − β(θ) ∈ N

(
k∑

i=1

ci ∂iα(θ)

)
,

which is a normal space against the vector
∑k

i=1 ci ∂iα(θ)(�= 0). If the random variable X
satisfies the condition (8) for the Case (ii), then the equation (7) holds, but the necessary
condition ∀ci = 0 in Condition B contradicts the Case (ii).

Therefore the equation (7) in Condition B is equivalent to the Case (i), i.e., the sufficient
condition in (5) without reference to the random variable X in {∂i�}, so that we have the
required result. �

Note that, since α(θ) = α in an exponential family, it holds that, in the same fashion
before, the equivalent condition in Lemma 3.2 is (4), which is equivalent to the condition
(6) because of 〈ei,X − β〉 = Xi − βi for i = 1, . . . ,m. The previous two lemmas imply the
following theorem:

THEOREM 3.1 If the first derivative α̇(θ) of the natural parameter is full rank in the
curved exponential family and the covariance matrix Σ(θ) is positive definite, then, without
reference to the random variable X in the derivatives of log-likelihood function, Condition
A with respect to the Fisher information matrix G(θ) is equivalent to Condition B with
respect to the log-likelihood function �(θ). �

Therefore, from Theorem 3.1, what [2](page 29) stated that “We assume further that
G(θ) is positive definite. ¿From the equation above, we see that this is equivalent to stating
that the elements of {∂1�, . . . , ∂k�} when viewed as functions on X are linearly independent.”
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just means that the derivatives {∂iα(θ)} are linearly independent under the positive definite
covariance matrix Σ(θ).

Because a relationship in the curved exponential family

(9) β̇(θ) = Σ(θ) α̇(θ)

holds, we have the following corollary:

COROLLARY 3.1 If the first derivative β̇(θ) of the expectation parameter is full rank in
the curved exponential family and the covariance matrix Σ(θ) is positive definite, then,
without reference to the random variable X in the derivatives of log-likelihood function,
Condition A is equivalent to Condition B.

Proof: Because of the relationship (9), if the first derivative β̇(θ) of the expectation
parameter is full rank in a curved exponential family and the covariance matrix Σ(θ) is
positive definite, then the first derivative α̇(θ) of the natural parameter is full rank, so
that the derivatives {∂iα(θ)} are linearly independent and we have the required result by
Theorem 3.1. �

4 Conclusion Based on the curved exponential family, we investigate the regularity con-
ditions of Condition A and Condition B with respect to the linear independence and we
conclude they are equivalent to the linear independence for the first derivative of the natural
parameter with respect to the parameter under the condition that the covariance matrix is
positive definite.
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A MEAN VALUE PROPERTY FOR POLYCALORIC FUNCTIONS

Megumi Sano

January 10, 2014

Abstract. In this paper we prove a mean value property for polycaloric functions in
one space dimensional case. The proof given here is a slight modification of that of
the recent paper by F.Da Lio and L.Rodino [3] and seems more straightforward.

1 Introduction There are many papers that deal with a mean value property for poly-
harmonic functions (see [1, 2, 4, 6, 7] etc.). Especially, in 2011, G. Lysik ([7]) gave a simple
and elegant proof of the following mean value property for polyharmonic functions and its
inverse. Let m ∈ N and let U be a domain in RN . If u ∈ C2m(U) and ∆mu = 0, then for
any ball BR(x) ⊂ U it holds

1
|BR(x)|

∫

BR(x)

u(y)dy =
m∑

k=0

∆ku(x)
4k(N

2 + 1)kk!
R2k(1.1)

where (a)k = a(a + 1) · · · (a + k − 1) for k ∈ N.

The main subject of this paper concerns the heat version of the result (1.1). First, we
fix some terminologies. Let U ⊂ RN be an open set and UT = U × (0, T ] denote a parabolic
cylinder. We say that a function u defined on UT is caloric if u is a solution of the linear
heat equation (∂t −∆x)u(x, t) = 0, (x, t) ∈ UT , where ∆x =

∑N
i=1

∂2

∂x2
i
. Also, in this paper,

u is called polycaloric if u is a solution of the equation (∂t − ∆x)mu(x, t) = 0, (x, t) ∈ UT

for some m ∈ N. For fixed x ∈ RN , t ∈ R, and r > 0, let

E(x, t; r) =
{

(y, s) ∈ RN × R
��� s ≤ t, Φ(x − y, t − s) ≥ 1

rN

}

denote a heat ball with a top point (x, t), where

Φ(x, t) =




1
(4πt)N/2

exp
(
−|x|2

4t

)
(x ∈ RN , t > 0)

0 (x ∈ RN , t < 0)

is the fundamental solution of the heat equation. Note that a heat ball is symmetric with
respect to yi-axis (i = 1, · · · , N) and

E(0, 0; 1) =
{

(y, s) ∈ RN × R | − 1
4π

≤ s < 0, |y| ≤
√

2Ns log (−4πs)
}

.

It is well known that caloric functions possess the mean value property. Namely, if u is
caloric on UT , then for each heat ball E(x, t; r) ⊂ UT it holds

(1.2) u(x, t) =
1

4rN

∫∫

E(x,t ;r)

u(y, s)
|x − y|2

(t − s)2
dyds

2010 Mathematics Subject Classification. Primary 35B05, Secondary 35K05, 35K25.
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(see [5]: p.p 53-54 Theorem 3, or [10]). There is also an inverse mean value property of
caloric functions under certain conditions ([9]).

Heat version of the result (1.1) is also known. Namely, in 2006, F. Da Lio and L. Rodino
[3] proved the following asymptotic expansion formula for the heat integral mean (1.2) as a
power series with respect to the radius of the heat ball:

Let u ∈ C∞(RN+1) and (x, t) ∈ RN+1, then it holds

1
4rN

∫∫

E(x,t;r)

u(y, s)
|x − y|2

(t − s)2
dyds(1.3)

= u(x, t) +
M∑

k=1

r2kHku(x, t) + O
(
r2M+2

)
as r → 0,

where Hk is given by

(1.4) Hku = βk,N

(
∂t −

N

2k + N
∆x

)k−1

(∂t − ∆x)u

and

βk,N = (−1)k N

k!
1

(2k + N)

(
N

2k + N

)N
2 +1 (

1
4π

)k

.

One of the key ideas in [3] is to introduce the differential operator Hk which is the
k-th power of different heat operators whose diffusion coefficients depend on the iteration
number k, though the exact meaning of Hk is less clear.

In this paper, we prove the formula (1.3) in [3] by another method, when the space
dimension N = 1. We do not need to introduce the weighted power Hk and, in the author’s
opinion, the method seems more straightforward.

Theorem 1. Let N = 1, u ∈ C∞(UT ), r > 0 and M ∈ N. Then we have

1
4r

∫∫

E(x,t;r)

u(y, s)
|x − y|2

(t − s)2
dyds

= u(x, t) +
M∑

k=1

r2k

k!

k−1∑
l=0

(∂t − ∂2
x)k−l(∂t)lu(x, t) × Cl,k + O(r2M+2) as r → 0,

where Cl,k =
(−1)k

(4π)k(2k + 1)k+ 3
2

(
k − 1

l

)
(2k)l.

Theorem 1 is the formula (1.3) in one space dimensional case.

Remark 2. Theorem 1 was proved in [3]. Indeed, by using the binomial theorem, we get

Hku = βk,N

k−1∑
l=0

(
k − 1

l

) (
2k

2k + N

)l (
N

2k + N

)k−1−l

(∂t − ∆x)k−l (∂t)lu.

Therefore we obtain Theorem 1 for general dimensional case. However we do not need to
introduce the differential operator Hk (1.4) in one space dimensional case. An assumption
of one space dimension is a technical problem due to obtain representations (2.7, 2.8) in
Lemma 4 by factorizing v(2k)(0) (k = 1, 2, · · · ) concretely (see §2). It seems to be difficult
in higher dimension case.

We finally give mean value properties for the polycaloric equation (see Corollary 10
in §3) and the higher order heat equation (see Proposition 12 in §3). The author hopes
that mean value properties are useful for getting qualitative properties of solutions for the
polycaloric equation and the higher order heat equation.
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2 Proof of theorem 1 In this section, we prove Theorem 1. We set (x, t) = (0, 0) to
simplify the description. Let u : RN ×R → R be a smooth function. Set E(r) = E(0, 0, r)
and put

(2.1) φ(r) =
1

rN

∫∫

E(r)

u(x, t)
|x|2

t2
dxdt =

∫∫

E(1)

u(ry, r2s)
|y|2

s2
dyds.

In the following, we will carry out the Maclaurin expansion of φ(r) with respect to r ∈ R.
Set v(r) = u(x, t) = u(ry, r2s) for (y, s) ∈ RN × R. By differentiating φ(r) directly, we
have

(2.2) φ(n)(0) =
∫∫

E(1)

v(n)(0)
|y|2

s2
dyds.

We use standard notations of multi-indices; for y = (y1, · · · , yN ) ∈ RN and a multi-index
α = (α1, · · · , αN ) ∈ NN

0 , we write yα = yα1
1 · · · yαN

N and |α| = α1 + · · · + αN . Next lemma
concerns the evaluation of v(n)(0) and is valid for general dimension N ∈ N.

Lemma 3 ( v(n)(0) ). For k ∈ N0, we obtain

φ(2k−1)(0) = 0,(2.3)

v(2k)(0) =
k∑

j=0

∑
|β|=k−j

(∂2
x)β(∂t)ju(0, 0) × Aβ,k(y, s)(2.4)

where

Aβ,k(y, s) =
(2k)!

(2β)!j!
y2βsj .

Proof. Since v(r) is a C∞ function of r, for all M ≥ 1 we have

(2.5) v(r) =
2M+1∑
n=0

v(n)(0)
n!

rn + O(r2M+2) as r → 0.

On the other hand, since v(r) is a composed function of u(x, t) and x = ry, t = r2s, we have

v(r) =
2M+1∑
m=0

1
m!

(
(ry1)

∂

∂x1
+ · · · + (ryN )

∂

∂xN
+ (r2s)

∂

∂t

)m

u(0, 0) + O(r2M+2)

=
2M+1∑
m=0

1
m!

∑
|α|+j=m

m!
α1! · · ·αN !j!

(ry)α(r2s)j(∂α
x ∂j

t )u(0, 0) + O(r2M+2)

=
2M+1∑
m=0

∑
|α|+j=m

yαsj

α!j!
(∂α

x ∂j
t )u(0, 0) × r|α|+2j + O(r2M+2).(2.6)

By comparing the coefficients of rn in the both expressions of (2.5) and (2.6), we obtain

v(n)(0)
n!

=
∑

|α|+2j=n

yαsj

α!j!
(∂α

x ∂j
t )u(0, 0).
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Thus,

φ(n)(0) =
∫∫

E(1)

v(n)(0)
|y|2

s2
dyds

=
∑

|α|+2j=n

n!
α!j!

(∂α
x ∂j

t )u(0, 0) ×
∫∫

E(1)

yαsj |y|2

s2
dyds .

Since E(1) is symmetric about yi-axis(i = 1, · · · , N),
∫∫

E(1)
yαsj |y|2

s2 dyds vanishes when at
least one αi of α = (α1, · · · , αN ) is odd (i.e. when n is odd because |α| + 2j = n). This
proves (2.3). Next, we consider the case α = 2β for some β ∈ NN

0 and let n = 2k (k ∈ N).
Then we obtain

v(2k)(0) =
∑

2|β|+2j=2k

(∂2
x)β(∂t)ju(0, 0) × (2k)!

(2β)!j!
y2βsj

=
k∑

j=0

∑
|β|=k−j

(∂2
x)β(∂t)ju(0, 0) × (2k)!

(2β)!j!
y2βsj ,

which implies (2.4).

Lemma 4 (Factorization). Let N = 1. Then

(2.7) v(2k)(0) =
k∑

l=0

(∂t − ∂2
x)k−l(∂t)lu(0, 0) × Bl,k(y, s)

where

(2.8) Bl,k(y, s) = (−1)k+l
l∑

m=0

(
k − l + m

m

)
× Ak−l+m,k(y, s)

for 0 ≤ l ≤ k.

Proof. By the assumption N = 1 and (2.4), it is enough to prove that

(2.9)
k∑

j=0

(∂2
x)k−j(∂t)ju(0, 0) × Ak−j,k =

k∑
l=0

(∂t − ∂2
x)k−l(∂t)lu(0, 0) × Bl,k.

We prove (2.9) by comparing the coefficients of (∂2
x)k−j(∂t)ju(0, 0) in both sides.

Since

k∑
l=0

(∂t − ∂2
x)k−l(∂t)lu(0, 0)Bl,k

= (∂t − ∂2
x)ku(0, 0)B0,k + (∂t − ∂2

x)k−1(∂t)u(0, 0)B1,k + · · · + (∂t)ku(0, 0)Bk,k,
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the coefficient of (∂2
x)k−j(∂t)ju(0, 0) on the right hand side of (2.9) is given by

(−1)k−j

[(
k

k − j

)
B0,k +

(
k − 1
k − j

)
B1,k +

(
k − 2
k − j

)
B2,k + · · ·

+
(

k − j + 1
k − j

)
Bj−1,k +

(
k − j
k − j

)
Bj,k

]

= (−1)k−j

j∑
l=0

(
k − l
k − j

)
Bl,k.

Inserting the definition of Bl,k in (2.8) into this expression, we assure that the coefficient of
(∂2

x)k−j(∂t)ju(0, 0) on the right hand side of (2.9) is given by

(2.10) (−1)k−j

j∑
l=0

(
k − l
k − j

)
(−1)k+l

l∑
m=0

(
k − l + m

m

)
× Ak−l+m,k.

Since

j∑
l=0

(
k − l
k − j

)
(−1)k+l

l∑
m=0

(
k − l + m

m

)
Ak−l+m,k

=
(

k
k − j

)
(−1)k

(
k
0

)
Ak,k

+
(

k − 1
k − j

)
(−1)k+1

[(
k − 1

0

)
Ak−1,k +

(
k
1

)
Ak,k

]

+
(

k − 2
k − j

)
(−1)k+2

[(
k − 2

0

)
Ak−2,k +

(
k − 1

1

)
Ak−1,k +

(
k
2

)
Ak,k

]

+ · · ·

+
(

k − j
k − j

)
(−1)k+j

[(
k − j

0

)
Ak−j,k + · · · +

(
k − 1
j − 1

)
Ak−1,k +

(
k
j

)
Ak,k

]
,

coefficients of Ak−i,k for all 0 ≤ i ≤ j − 1 in (2.10) is given by

(−1)k−j(−1)k+i

j−i∑
n=0

(−1)n

(
k − i − n

k − j

)(
k − i

n

)

= (−1)i−j

j−i∑
n=0

(−1)n

(
k − i
k − j

)(
j − i

n

)
= 0,

where the last equality comes from
p∑

n=0

(−1)n

(
p
n

)
= (−1 + 1)p = 0.

Then we prove that

(2.11)
j∑

l=0

(
k − l
k − j

)
(−1)k+l

l∑
m=0

(
k − l + m

m

)
Ak−l+m,k =

(
k − j
k − j

)
(−1)k+jAk−j,k.

Therefore, by (2.10) and (2.11), the coefficient of (∂2
x)k−j(∂t)ju(0, 0) on the right hand side

of (2.9) is Ak−j,k. We have thus proved Lemma 4.
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From (2.2) and (2.7), we deduce

φ(2k)(0) =
k∑

l=0

(∂t − ∂2
x)k−l(∂t)lu(0, 0) ×

∫∫

E(1)

Bl,k(y, s)dyds(2.12)

Note that, on the right hand side of (2.12), the heat operator (∂t − ∂2
x) acts on u except for

l = k.

Lemma 5. We put

C̃l,k =
∫∫

E(1)

Bl,k(y, s)
y2

s2
dyds.

Then we get

C̃l,k =
(2k)!(−1)k4

k!(4π)k(2k + 1)k+ 3
2

(
k − 1

l

)
(2k)l(2.13)

for 0 ≤ l ≤ k − 1 and C̃k,k = 0.

Proof. We prove Lemma 5 by simple calculations. First, by the definition of Bl,k in (2.8)

Bl,k = (−1)k+l
l∑

m=0

(
k − l + m

m

)
(2k)!

(2k − 2l + 2m)!(l − m)!
y2k−2l+2msl−m

for 0 ≤ l ≤ k, we have

C̃l,k = (−1)k+l
l∑

m=0

(
k − l + m

m

)
(2k)!

(2k − 2l + 2m)!(l − m)!

∫∫

E(1)

y2k−2l+2m+2sl−m−2dyds.

Direct calculation shows that
∫∫

E(1)

y2k−2l+2m+2sl−m−2dyds =
∫ s=0

s=−1/4π

sl−m−2

∫

|y|≤
√

2s log (−4πs)

y2k−2l+2m+2dyds

=
2

(2k − 2l + 2m + 3)

∫ 0

−1/4π

sl−m−2 {2s log (−4πs)}k−l+m+ 3
2 ds

=
(−1)l−m2k−l+m+ 3

2

(k − l + m + 3
2 )(4π)k+ 1

2

∫ ∞

0

tk−l+m+ 3
2 exp

(
−

(
k +

1
2

)
t

)
dt

=
(−1)l−m4k−l+m23Γ(k − l + m + 3

2 )

(4π)k
√

π(2k + 1)k−l+m+ 5
2

where Γ(·) is the Gamma function. Thus, we get

C̃l,k =
(−1)k(2k)!4k−l8

(4π)k
√

π(2k + 1)k−l+ 5
2 (k − l)!

l∑
m=0

(−1)m(k − l + m)!4mΓ(k − l + m + 3
2 )

m!(2k − 2l + 2m)!(l − m)!(2k + 1)m
.

=
(−1)k(2k)!4

k!(4π)k(2k + 1)k−l+ 5
2

(
k
l

) l∑
m=0

(−1)m

(
l
m

)
2k − 2l + 2m + 1

(2k + 1)m
,
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where the last equality comes from the fact Γ(s + 1) = sΓ(s).
Since we have the following equation

(2k + 1)l
l∑

m=0

(−1)m

(
l
m

)
2k − 2l + 2m + 1

(2k + 1)m

= (2k + 1)
l∑

m=0

(
l
m

)
(−1)m(2k + 1)l−m − 2

l−1∑
m=0

(−1)m

(
l
m

)
(l − m)(2k + 1)l−m

= (2k + 1)(2k)l − 2l(2k + 1)
l−1∑
m=0

(−1)m

(
l − 1
m

)
(2k + 1)l−m−1

= 2(k − l)(2k)l−1(2k + 1)

Therefore we obtain C̃k,k = 0 and (2.13).

From all Lemmas, we obtain

φ(2k)(0) =
k−1∑
l=0

(∂t − ∂2
x)k−l(∂t)lu(0, 0) × C̃l,k (k = 1, 2, . . .),

which proves Theorem 1.

3 A mean value property for polycaloric functions In this section, first we recall
the well-known regularity property of (poly-) caloric functions.

Proposition 6 (caloric function is smooth). If u : UT → R is caloric, then u ∈ C∞(UT ).

Proof. See [5]: p.p 59-61 Theorem 8.

Proposition 7 (polycaloric function is smooth). If u : UT → R is polycaloric, then u ∈
C∞(UT ).

Proof. Assume that there exists m ∈ N such that (∂t − ∆x)mu = 0 in UT . Then we find
caloric functions u0, u1, · · · , um−1 : UT → R such that

u(x, t) = u0(x, t) + tu1(x, t) + · · · + tm−1um−1(x, t)(3.1)

holds true, by proposition 1 in [8]. Indeed, for j = 1, 2, · · · ,m, we may choose

um−j(x, t) =
1

(m − j)!

j−1∑
k=0

(−t)k

k!
(∂t − ∆x)m−j+ku(x, t).

Therefore u0, u1, · · · , um−1 are caloric and satisfy the equation (3.1). By proposition 6 and
(3.1), we obtain u ∈ C∞(UT ).

By proposition 6 and proposition 7, we obtain several corollaries which are proved by
F.Da Lio and L.Rodino [3] as follows. We do not need the additional assumption that u is
smooth, after assuming that u is caloric or polycaloric.
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corollary 8 (A mean value property for analytic functions. [3] Proposition 2.2). Let N = 1
and u ∈ C∞(UT ). Assume that (∂t − ∂2

x)u(x, t) is an analytic function in UT . Then φ(r)
given in (2.1) is an analytic function of r ∈ R in a neighborhood of r = 0, and it holds

1
4r

∫∫

E(x,t;r)

u(y, s)
(x − y)2

(t − s)2
dyds

= u(x, t) +
∞∑

k=1

r2k

k!

k−1∑
l=0

(∂t − ∂2
x)k−l(∂t)lu(x, t) × Cl,k

where Cl,k =
(−1)k

(4π)k(2k + 1)k+ 3
2

(
k − 1

l

)
(2k)l.

Remark 9. If u is caloric on UT , then u ∈ C∞(UT ) and (∂t − ∂2
x)u(x, t) is obviously

analytic in UT and for each heat ball E(x, t; r) ⊂ UT the following equation holds:

1
4r

∫∫

E(x,t;r)

u(y, s)
(x − y)2

(t − s)2
dyds = u(x, t).

Corollary 10 can be considered as the generalization of (1.1) to the polycaloric case.

corollary 10 (A mean value property for polycaloric functions). Let N = 1 and (∂t −
∂2

x)u(x, t) be an analytic function in UT . If u is polycaloric on UT (i.e.(∂s − ∂2
y)mu(y, s) =

0, (y, s) ∈ UT , m ∈ N), then for each heat ball E(x, t; r) ⊂ UT the following equality holds:

1
4r

∫∫

E(x,t;r)

u(y, s)
(x − y)2

(t − s)2
dyds

= u(x, t) +
m−1∑
k=1

r2k

k!

k−1∑
l=0

(∂t − ∂2
x)k−l(∂t)lu(x, t) × Cl,k

+
∞∑

k=m

r2k

k!

k−1∑
l=k−m+1

(∂t − ∂2
x)k−l(∂t)lu(x, t) × Cl,k,

where Cl,k =
(−1)k

(4π)k(2k + 1)k+ 3
2

(
k − 1

l

)
(2k)l.

Proof. This is a direct consequence of Theorem 1 and Proposition 7.

corollary 11 ([3] Corollary 2.1). Let N = 1. Suppose that there exist n1 ≥ 0 and n2 ≥ 1
such that

(∂t − ∂2
x)(∂t)n1u = 0 and (∂t − ∂2

x)n2u = 0 in UT .

Then for all r > 0 we have

1
4r

∫∫

E(x,t;r)

u(y, s)
(x − y)2

(t − s)2
dyds(3.2)

= u(x, t) +
M∑

k=1

r2k

k!

k−1∑
l=0

(∂t − ∂2
x)k−l(∂t)lu(x, t) × Cl,k,

with M = n1 + n2 − 1 (when n1 = 0 or n2 = 1 the sum in the right-hand side of (3.2) does
not appear).
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Proof. Note that we get u ∈ C∞(UT ), since u is polycaloric in UT . See the proof of corollary
2.1 in [3].

We finally give a mean value property for the higher order heat equation ∂tu+(−1)m∆mu =
0 (m ∈ N) for general dimension. In the proof, we use proposition 2.2 and a result in the
proof of proposition 2.1 in [3].

Proposition 12 (A mean value property for the higher order heat equation). Let u ∈
C∞(UT ) and (∂t −∆x)u(x, t) be an analytic function in UT . Assume that u is a solution of
the higher order heat equation ∂tu+(−1)m∆mu = 0. Then for each heat ball E(x, t; r) ⊂ UT

the following equality holds:

(3.3)
1

4rN

∫∫

E(x,t;r)

u(y, s)
|x − y|2

(t − s)2
dyds = u(x, t) +

∞∑
k=1

r2kHku(x, t),

where Hk is given by

Hku =




ρk,N

k!

k∑
h=0

(−1)k−h

(
k

h

)
(N + 2h)

(
N

2k + N

)h

∆mk+(1−m)hu, (m : odd)

ρk,N

k!

k∑
h=0

(
k

h

)
(N + 2h)

(
N

2k + N

)h

∆mk+(1−m)hu, (m : even)

where ρk,N =
1

2k + N

(
N

2k + N

)N
2 +1 (

1
4π

)k

.

Proof. Let p ∈ N. Note that u satisfies

∂p
t u =

{
∆pmu, (m : odd)
(−1)p∆pmu, (m : even)

(3.4)

since u is a smooth solution of the higher order heat equation ∂tu + (−1)m∆mu = 0. On
the other hand, (3.3) holds by proposition 2.2 in [3], and according to a result in [3] (p,268,
line 2 and 9), Hk is given by

Hku =
ρk,N

k!

k∑
h=0

(−1)k−h

(
k
h

)
(N + 2h)

(
N

2k + N

)h

∆h(∂t)k−hu.(3.5)

Finally, combining (3.4) and (3.5), we get the proposition 12.
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(http://www.jams.or.jp/hp/submission_f.html )and would like to take in 
charge of the paper for refereeing.  

2. Title of the paper.   
3. Authors’ names.   
4. Corresponding author’s name, e-mail address and postal address (affiliation).  
5. Membership number in case the author is an ISMS member.   
 
Japanese authors should write 3 and 4 both in English and in Japanese.  
 
At http://www.jams.or.jp/hp/submission_f.html, the author can find the 
Submission Form. Fulfill the Form and sent it to the editorial office by pushing 
the button “transmission”.  Or, without using the Form, the author may send 
an e-mail containing the items 1-5 to s1bmt@jams.jp 

 
(2) Registration of Papers 

When the editorial office receives both a PDF file of a submitted paper and a 
Submission Form, we register the paper.  We inform the author of the 
registration number and the received date.  At the same time, we send the PDF 
file to the editor whom the author chooses in the Submission Form and request 
him/her to begin the process of refereeing. (Authors need not send their papers to 
the editor they choose.) 
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(3) Reviewing Process 
a. The editor who receives, from the editorial office, the PDF file and the request 

of starting the reviewing process, he/she will find an appropriate referee for 
the paper.   

b. The referee sends a report to the editor.  When revision of the paper is 
necessary, the editor informs the author of the referee’s opinion. 

c. Based on the referee report, the editor sends his/her decision (acceptance of 
rejection) to the editorial office. 

 
(4) a. Managing Editor of the SCMJ makes the final decision to the paper valuing the  

editor’s decision, and informs it to the author. 
b. When the paper is accepted, we ask the author to send us a source file and 

a PDF file of the final manuscript.  
c. The publication charges for the ISMS members are free if the membership dues 

have been paid without delay. If the authors of the accepted papers are not the 
ISMS members, they should become ISMS members and pay ¥6,000 (US$75, 
Euro55) as the membership dues for a year, or should just pay the same 
amount without becoming the members. 

 
 
 
 

Items required in Submission Form 
1. Editor’s name who the authors wish will take in charge of the paper 
2. Title of the paper 
3. Authors’ names 
3’.  3. in Japanese for Japanese authors 
4. Corresponding author’s name and postal address (affiliation) 
4’.  4. in Japanese for Japanese authors 
5. ISMS membership number 
6. E-mail address   
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Call for ISMS Members 
 

Call for Academic and Institutional Members 
 

Discounted subscription price: When organizations become the Academic and Institutional 
Members of the ISMS, they can subscribe our journal Scientiae Mathematicae Japonicae at the 
yearly price of US$225.  At this price, they can add the subscription of the online version upon 
their request.    

 
Invitation of two associate members: We would like to invite two persons from the 

organizations to the associate members with no membership fees. The two persons will enjoy 
almost the same privileges as the individual members.  Although the associate members 
cannot have their own ID Name and Password to read the online version of SCMJ, they can 
read the online version of SCMJ at their organization. 

 
To apply for the Academic and Institutional Member of the ISMS, please use the following 

application form. 
 
----------------------------------------------------------------------------------------------------------- 
 

Application for Academic and Institutional Member of ISMS 
Subscription of SCMJ 

Check one of the two. 

 

□Print               □Print ＋ Online 

(US$225)                 (US$225) 

University (Institution) 

 

 

Department 

 

 

Postal Address 

where SCMJ should be 

sent 

 

E-mail address 

 

 

Person in charge 

Name: 

Signature: 

 

Payment 

Check one of the two. 
□Bank transfer        □Credit Card (Visa, Master) 

Name of Associate Membership 

1.  

 

2.  
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Call for Individual Members 

 
We call for individual members.  The privileges to them and the membership dues are shown 

in “Join ISMS !” on the inside of the back cover. 
 

 
 Items required in Membership Application Form 
   

1. Name 
2. Birth date 
3. Academic background 
4. Affiliation 
5. 4’s address 
6. Doctorate 
7. Contact address 
8. E-mail address 
9. Special fields 
10. Membership category (See Table 1 in “Join ISMS !”) 
 

Individual Membership Application Form 
 
1. Name 
 

 

 
2. Birth date 
 

 

3. 
Academic background 
 

 

 
4. Affiliation 
 

 

 
5. 4’s address 
 
 

 

 
6. Doctorate 
 

 

 
7. Contact address 
 
 

 

  
8.  E-mail address 
 

 

 
9.  Special fields 
 

 

10.  
Membership 

    category 
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Contributions (Gift to the ISMS) 
We deeply appreciate your generous contributions to support the activities of our 

society. 
The donation are used (1) to make medals for the new prizes (Kitagawa Prize, 
Kunugi Prize, and ISMS Prize),  (2) to support the IVMS at Osaka University 
Nakanoshima Center, and (3) for a special fund designated by the contributors. 
 
Your remittance to the following accounts of ours will be very much appreciated. 

 
(1)  Through a post office, remit to our giro account ( in Yen only ): 

         No. 00930-1-11872, Japanese Association of Mathematical Sciences (JAMS ) 
   or send International Postal Money Order (in US Dollar or in Yen) to our 

address: 
       International Society for Mathematical Sciences 

         2-1-18 Minami Hanadaguchi, Sakai-ku, Sakai, Osaka 590-0075, Japan 
 
(2)   A/C 94103518, ISMS 

CITIBANK, Japan Ltd., Shinsaibashi Branch 
           Midosuji Diamond Building 
           2-1-2 Nishi Shinsaibashi, Chuo-ku, Osaka 542-0086, Japan 
 

 
 

******************************************************************************** 
Payment Instructions: 

Payment can be made through a post office or a bank, or by credit card. Members may 
choose the most convenient way of remittance. Please note that we do not accept payment by 
bank drafts (checks). For more information, please refer to an invoice. 
 

Methods of Overseas Payment: 
Payment can be made through (1) a post office, (2) a bank, (3) by credit card, or (4) 
UNESCO Coupons.  

Authors or members may choose the most convenient way of remittance as are shown below. 
Please note that we do not accept payment by bank drafts (checks). 
(1) Remittance through a post office to our giro account No. 00930-1-11872 or send 
International Postal Money Order to our postal address (2) Remittance through a 
bank to our account No. 94103518 at Shinsaibashi Branch of CITIBANK (3) Payment 
by credit cards (AMEX, VISA, MASTER or NICOS), or (4) Payment by UNESCO 
Coupons. 
 

Methods of Domestic Payment: 
Make remittance to: 

(1) Post Office Transfer Account - 00930-3-73982 or  
(2) Account No.7726251 at Sakai Branch, SUMITOMO MITSUI BANKING 
CORPORATION, Sakai, Osaka, Japan. 
All of the correspondences concerning subscriptions, back numbers, individual and 
institutional memberships, should be addressed to the Publications Department, 
International Society for Mathematical Sciences. 
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Join ISMS ! 
ISMS Publications: We published Mathematica Japonica (M.J.) in print, 

which was first published in 1948 and has gained an international reputation in 
about sixty years, and its offshoot Scientiae Mathematicae (SCM) both online 
and in print. In January 2001, the two publications were unified and changed to 
Scientiae Mathematicae Japonicae (SCMJ), which is the “21st Century New 
Unified Series of Mathematica Japonica and Scientiae Mathematicae” and 
published both online and in print.  Ahead of this, the online version of SCMJ 
was first published in September 2000.  The whole number of SCMJ exceeds 270, 
which is the largest amount in the publications of mathematical sciences in 
Japan. The features of SCMJ are: 
1) About 80 eminent professors and researchers of not only Japan but also 20 

foreign countries join the Editorial Board. The accepted papers are 
published both online and in print. SCMJ is reviewed by Mathematical 
Review and Zentralblatt from cover to cover. 

2) SCMJ is distributed to many libraries of the world. The papers in SCMJ 
are introduced to the relevant research groups for the positive exchanges 
between researchers. 

3) ISMS Annual Meeting: Many researchers of ISMS members and 
non-members gather and take time to make presentations and discussions 
in their research groups every year. 

 
The privileges to the individual ISMS Members:  
(1) No publication charges 
(2) Free access (including printing out) to the online version of SCMJ 

 (3) Free copy of each printed issue  
 
The privileges to the Institutional Members:  
Two associate members can be registered, free of charge, from an institution.  

 
 
Table 1: Membership Dues for 2013 
Categories Domestic Overseas Developing 

countries 
1-year Regular 
member 

     ￥6,000  US$75 ,  €55 US$45,  €33 
 

1-year Student 
member 

     ￥4,000 US$50,  €37 US$30,  €22 
Life member* Calculated  

as below* 
       NA    NA 

 
Honorary member     Free        Free    Free 

 
 
* Regular member between 63 - 73 years old can apply the category. 
   (73－age ) × ¥3,000 
Regular member over 73 years old can maintain the qualification and the 
privileges of the ISMS members, if they wish. 
 
Categories of 3-year members were abolished. 
  
 

INTERNATIONAL SOCIETY FOR MATHEMATICAL SCIENCES
Scientiae Mathematicae Japonicae, Notices from the ISMS

The International Society for Mathematical Sciences (ISMS) is an international soci-
ety consisting of mathematical scientists throughout the world.

The main activities of the ISMS are to publish (1) the (print and online) journal
Scientiae Mathematicae Japonicae (SCMJ) and (2) Notices from the ISMS and to
hold assembly meeetings in Japan and international internet meetings (distance
symposium) of mathematical sciences (IVMS) accessible from all over the world.

SCMJ is the 21st Century New Unified Series of Mathematica Japonica (MJ) and
Scientiae Mathematicae (SCM). MJ was first published in 1948 and was one of the
oldest mathematical journals in Japan. SCM was an online and print journal started in
1998 in celebration of the semi-centurial anniversary and received 26000 visits per month
from 50 countries in the world. SCMJ contains original papers in mathematical sciences
submitted from all over the world and receives 38000 visits per month now. Not only
papers in pure and applied mathematics but those devoted to mathematical statistics,
operations research, informatics, computer science, biomathematics, mathematical eco-
nomics and other mathematical sciences are also welcome. The journal is published in
January, March, May, July, September, and November in each calendar year.

The ISMS has enhanced the journal, begining from July 1995, by including excel-
lent Research-Expository papers in the section “International Plaza for Mathematical
Sciences ” as well as original research papers. The section provides papers dealing with
broad overviews of contemporary mathmatical sciences, written by experts mainly at
our invitation. Papers shedding lights on open problems or new directions or new break-
throughs for future research are especially welcome.

As is shown in the Editorial Board of SCMJ, we have invited many distin-
guished professors of 20 countries as editors, who will receive and referee the papers
of their special fields with their high standard.

Beginning from 2007, we make the online version of SCMJ more readable and conve-
nient to the readers by adding the specialized contents. By this, the readers can access
to the online version, in which the papers appear in the order of acceptance, from (i)
the contents of the printed version, and (ii) the specialized contents of a volume. From
2007, the subscription fee of the printed version plus the online version of SCMJ becomes
lower and the same of the printed version only. Therefore, the subscribers of the printed
version can read the online version without no additional cost.

For benefit of the ISMS members, we publish ”Notices from the ISMS” 6 times a year.
We are enhancing it by adding interesting articles, including book reviewing, written by
eminent professors.

The ISMS has set up a videoconferencing system (IVMS) which can connect up
to twenty sites of a reserch group in the same or different countries in the world.
Using this system, speakers of the session can write on a white board or an OHP sheet
or use PowerPoint. On the other hand participants can ask questions or make comments
from any connected site in the world. All these are performed similarly to the traditional
meetings.

To connect with our system, you can use your own videoconferencing system only if
it satisfies the International Telecommunication Union-Technical Committee Standards
(ITU-T Standard).

Copyright Transfer Agreement

A copyright transfer agreement is required before a paper is published in this journal.
By submitting a paper to this journal, authors are regarded to certify that the manuscript
has not been submitted to nor is it under consideration for publication by another journal,
conference proceedings or similar publication.

For more information, please visit http://www.jams.or.jp.

Copyright Copyright c©2014 by International Society for Mathematical Sciences.
All rights reserved.

Categories Domestic Overseas Developing 
countries

1-year� Regular
member ￥8,000 �US$80�，Euro75 �US$50，�Euro47

1-year� Students�
member ￥4,000 �US$50�，Euro47 �US$30�，Euro28

Life�member* Calculated
as�below* �US$750�，Euro710 �US$440，�Euro416

Honorary�member Free Free Free

Membership Dues for ２０１５

　(Regarding submitted papers,we apply above presented new fee after April 15 in 
2015 on registoration date.) * Regular member between 63 - 73 years old can apply 
the category.
(73－age ) × ￥3,000
Regular member over 73 years old can maintain the qualification and the privileges 
of the ISMS members, if they wish.

Categories of 3-year members were abolished.
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