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ABSTRACT. Heat load prediction in district heating and cooling (DHC) systems is
one of the key technologies for economical and safe operations of DHC systems. The
heat load prediction method using a three-layered neural network proposed by the
authors has been used in an actual DHC plant on a trial basis. However, there exists
a drawback that its prediction becomes less accurate in periods when the heat load
is nonstationary. In this paper, we improve the heat load prediction method through
the introduction of a recurrent neural network for adapting the dynamical variation of
heat load together with a new kind of input data in consideration of the characteristics
of heat load data. In order to show the efficiency of the proposed method, we carry
out several numerical experiments using actual heat load data.

1 Introduction Recently, in urban areas, district heating and cooling (DHC) systems
which aim at saving energy, saving space and preventing air-pollution, have been introduced
actively. To be more specific, a DHC plant intensively makes cold water, hot water and
steam used mainly for air conditioning and supplies them to all facilities in a certain district.
Since there exist a number of large-size freezers and boilers in a DHC plant, it is possible
to optimize the operation plan of these instruments if we can predict the heat load for the
DHC plant with high accuracy in advance.

Unfortunately, in general, measurement noises, outliers and missing data are involved
in actual heat load data used for prediction. For the purpose of removing such noise
components from time series data, many techniques have been proposed until now. The
Kalman filter [3] is one of most well-known filters. However, since the Kalman filter was
designed to remove measurement noises, it may be inefficient for removing outliers or missing
data. Martin and Thompson [4] proposed a new filtering algorithm, called robust filter, as
an extension of the Kalman filter, for predicting time series involving not only measurement
noises but also outliers or missing data. Moreover, the extension of the robust filter [4] to
a nonlinear state space model was proposed by Connor and Martin [1]. They proposed
a time series prediction method by a recurrent nonlinear auto regressive moving average
(NARMA) model, which is a combination of a robust filter and an NARMA model using a
recurrent neural network. With respect to heat load prediction of DHC systems, Dotzauer
[2] proposed a prediction method based on linear regression and Sakawa et al. [9, 10]
proposed a simplified robust filter and constructed a new prediction method based on an
RBF-NARMA model which is an NARMA model through a radial basis function network
(RBFN) since it is reported that the Kalman filter and robust filters have a shortcoming in
the stability of complicated matrix calculations. In their prediction method, the network
used for prediction has only one output unit. Since their method has a defect that the
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Figure 1: A district heating and cooling (DHC) system.

accuracy of prediction becomes low at a steep part of heat load data, Sakawa et al. [7]
proposed a new prediction method based on the simplified robust filter and a three-layered
neural network (TLNN) with multiple output units and showed its superiority to previous
methods [9, 10]. The TLNN-based prediction method proposed in [7] is used in an actual
DHC plant on trial. Its accuracy of prediction is sufficiently good in practical use for the
period when the heat load is stationary but it becomes worse for the period when the heat
load is nonstationary.

Under these circumstances, in this paper, we attempt to improve the heat load predic-
tion method for DHC systems by incorporating a recurrent neural network for adapting
the dynamical variation of heat load and new input data in consideration of the character-
istics of heat load data as countermeasures for the deterioration of prediction accuracy in
nonstationary periods.

2 District heating and cooling system It has been more and more important to in-
troduce district heating and cooling (DHC) systems into urban areas as the need for the
environmental preservation and the efficient use of energy becomes higher and higher. By
the introduction of DHC systems, we can expect various advantages like saving energy, sav-
ing space, preventing air-pollution and so forth. In a DHC system, a DHC plant intensively
makes cold water, hot water and steam used mainly for air conditioning and supplies them
to all facilities in a certain district. The overview of a DHC system is shown in Fig. 1.
Since there exist many large-size heat source instruments like boilers and freezers in a
DHC plant, it is economically desirable to determine the optimal operation plan of them in
consideration of predicted values of heat load and the warm-up time of each instrument [5, 6,
8]. In particular, for a DHC plant with a thermal storage system using midnight electricity, a
more efficient and less redundant operation plan can be realized if we can accurately predict
future heat load. Thus, the heat load prediction is indispensable for the efficient operation
of a DHC system. From this viewpoint, the authors have developed several heat load
prediction methods for DHC systems [9, 10, 7] and have shown the superiority of one using
a three-layered neural network (TLNN). The TLNN-based prediction method proposed in
[7] is tentatively used in an actual DHC plant. It is reported that it can predict heat load
with high accuracy in periods when heat load is stationary while the accuracy of prediction
becomes low in periods when heat load is nonstationary. Here, the term “stationary” means
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Figure 2: Heat load data of a week.

that the average heat load in a day seems to keep almost the same value day by day during
a certain period. Otherwise, i.e., when the average heat load in a day seems to significantly
vary according to seasonal factors (trend, seesaw, etc.), we use the term “nonstationary”.

In the present paper, for the purpose of improving the accuracy of heat load prediction,
we add a new input data for heat load prediction and adopt a recurrent neural network
as the prediction network to capture the dynamical variation of heat load by reconsidering
characteristics of heat load data.

3 Characteristic of heat load data in DHC systems

3.1 Outline of heat load data When we consider the heat load prediction in DHC
systems, it is important to understand characteristics of heat load data. Figure 2 shows an
actual heat load data for a week, which is sampled by one hour.

From this figure, the characteristics of heat load data can be summarized as:

(1) The heat load increases sharply around 9:00 (the opening hours of offices), then, keeps
high level till the evening. It decreases gradually after the closing hours of offices, and
indicates almost zero at late hours. As a result, it has a circadian cycle.

(2) There is the one-week cycle such that maximal values of heat load data on weekends
(Saturday and Sunday) are smaller than those on weekdays (from Monday to Friday).
However, exceptionally, maximal values on national holidays also becomes as small as
on weekends.

3.2 Relationship between average heat load and open-air temperature Figure
3 shows the relationship between the highest open-air temperature in a day and the average
heat load in a day. From this figure, we recognize that there exists the close relationship
between the average heat load in a day and the highest open-air temperature in a day, i.e.,
the average heat load increases as the highest open-air temperature becomes high.

In consideration of the characteristics of heat load data, the last 24-hour heat load, the
day of the week and the (predicted) highest open-air temperature in a day are used as
explanatory variables of heat load in past researches [9, 10, 7].
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Figure 3: The relationship between the highest open-air temperature in a day and the
average heat load in day.

Table 1: CR and AIC for the average heat load in a day.
Explanatory variables for heat load CR AIC
The heat load in the previous day & 0.817 | 1761.17
the highest open-air temperature in a day
The heat load in the previous day &
the highest open-air temperature in a day & | 0.849 | 1693.48
the lowest open-air temperature in a day

Figure 4 illustrates the transition of the heat load in an hour, the highest open-air
temperature in a day and the lowest open-air temperature in a day in some period.

From this figure, we understand that heat load tends to be large if the highest open-air
temperature in a day is high in general. On the other hand, the heat load in the seventh
day are as high as those in the previous day in spite of the decline of the highest open-air
temperature. This fact indicates that there should exist some factor to affect heat load
aside from the highest open-air temperature in a day. It should be noted that the lowest
open-air temperature in the seventh day is almost the same as that in the previous day.
For example, in cloudy or rainy days in summer, such a situation often occurs and we are
likely to use air conditioners in those days as strongly as in a fine day since the humidity
becomes higher. From this case, we suppose that the lowest open-air temperature in a day
should affect heat load.

In the following, we investigate the effect of the lowest open-air temperature in a day on
heat load prediction. Table 1 shows the contribution ratio (CR) and Akaike’s information
criterion (AIC) when we use the heat load in the previous day and the highest open-air
temperature in a day as explanatory variables for the average heat load in a day as well
as those when we use the heat load in the previous day, the highest open-air temperature
in a day and the lowest open-air temperature in a day as explanatory variables for the
average heat load in a day. Since the improvement of CR and AIC suggests that the lowest
open-air temperature in a day should significantly affect heat load, it is adopted as a new
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Figure 4: The transition of the heat load in an hour, the highest open-air temperature in a
day and the lowest open-air temperature in a day.

explanatory variable for heat load in this paper.

4 Heat load prediction through neural network

4.1 An existing method of heat load prediction One of most practical existing
methods for heat load prediction of DHC systems was proposed by Sakawa et al. [7]. In
their method, a kind of layered neural networks with multiple output units was used, as
shown in Fig. 5.

Let the present time be ¢. Using the observed heat load data set for 24 hours {y(t —
23),y(t — 22),...,y(t)}, the day of the week of the predicted day di,ds,...,d7 and the
predicted highest open-air temperature of the predicted day Tmax, the input data vector of
the neural network shown in Fig. 5, = (z1,... ,232)7, is represented as:

T = (y(t - 23)7y(t_ 22)a <. ay(t)7d17d27" . 7d7;Tmax)T-

Each element of the output vector z = (21, 22,... ,224)7 is the predicted heat load from
t+ a+1tot+ a+24. Figure 6 shows the relationship between the input (learning) heat
load data and the output (predicted) one.

In this paper, we adopt the following sigmoid function

1

S(z) = 1+ exp(—2)

as the output function of each element in the hidden layer and the output layer. Then, the
output vector z = (21, 22,... , z24)7 is expressed as:

q
(1) Zk:S<Zwkjgj+’l7k>, k=1,2,...,24,

Jj=1
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Figure 5: A three-layered neural network with 32 input units and 24 output ones.
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Figure 6: The relationship between the input (learned) heat load data and the output
(predicted) one.
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Figure 7: Heat load prediction by TLNN [7] for the nonstationary period.

where 7, is the threshold of the & th unit of the output layer. In (1), g; is the output of
the 7 th unit of the hidden layer calculated as:

32
gj_S<Zvjixi+0j>; ]:1,23 » g,

i=1

where 6; is the threshold of the j th unit of the hidden layer. Furthermore, we denote the
teacher data by y = (y(t + a+1),... ,y(t + a +24))T.

Weights of the network, wy; and vj;;, are determined to minimize the mean square error
between the network output vector z and the teacher data vector y defined as:

P
1
2 E=—5> [z —yIP
(2) 2Pp=1||z 7l

by the learning based on the error back propagation method [11]. In (2), P is the number
of learning data patterns.

By now, the three-layered neural network (TLNN) proposed by Sakawa et al. [7] has
showed better performance than previous methods [9, 10] and it is tentatively used in an
actual DHC plant. In the practical use of the TLNN-based method [7], it is reported that
its accuracy of prediction is sufficiently good for the period when the heat load is stationary
but it becomes worse for the period when the heat load is nonstationary, for example, it
involves trend as illustrated in Fig. 7. As a reason of this deterioration of prediction, it is
considered that the layered network is not good at reading the trend of heat load from the
heat load data for 24 hours given as input data.

4.2 Heat load prediction considering the characteristic of heat load In consid-
eration of shortcomings of the TLNN-based prediction method [7], in this paper, we adopt
a neural network of recurrent type to capture the nonstationary change of heat load and
use the predicted lowest open-air temperature of the predicted day as a new input data.
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Figure 8: Recurrent neural network with 33 input units and 24 output ones.

To be more specific, in a new prediction method proposed in this paper, we adopt a
recurrent neural network with 33 input units and 24 output ones as shown in Fig. 8. It
is difficult for the layered neural network mentioned in the previous section to capture the
trend of heat load because it uses heat load data for only one day as the input. On the
other hand, the recurrent neural network is expected to capture the trend of heat load since
it can save and utilize the information of heat load data before the previous day.

Using the observed heat load at each time y(-), the day of the week of the predicted
day dy,ds, ... ,d7, the predicted highest open-air temperature of the predicted day Tonax
and the predicted lowest open-air temperature of the predicted day Tmin, the input data
of the recurrent neural network at discrete step 7, (1) = (21(7),22(7),... ,233(7))T, is
represented as:

11(7') = (y(tT —23), ,y(tT),dl,... ,d7,TmaX,Tmin)T.

Let us denote the index set of input units, that of hidden units and that of output units
by I, H and O, respectively. Furthermore, assume that the output function of each hidden
unit is the sigmoid function defined as:

1
S(x) = —————
(z) 1+ exp(—z)
as well as that of each output unit.

Then, the output of the j th hidden unit at step 7+ 1 g;(7+1), j € H, is expressed as:

gi(r+1) = S(ijixi(T)"‘ijlgl(T)"‘ijkzk(T)‘f‘gj)a Jj € H,

i€l leH k€O

and the output of the k& th output unit at step 7 + 1 is expressed as:

Zk(’T-l—].) = S(Zwki:ﬁi(T)—i—Zwkjgj(7)+2wklzl(7)+nk>, ke O.

iel jeH €0
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Figure 9: Epochwise error back propagation through time

4.3 Learning method of the recurrent neural network In this paper, we adopt
the epochwise back propagation through time (EBPTT) proposed by Williams and Zipser
[12] as the extension of back propagation learning [11] for the recurrent neural network
in Fig. 8. In the EBPTT method, input data x(u),x(u + 1),... ,x(u+ N — 1) at step
T=u,u+1,...,u+ N —1 and teacher data y(u+1),... ,y(u+ N —1),y(u+ N) at step
T=u+1,... , u+ N —1,u+ N are given to the recurrent neural network as shown in Fig.
9. Then, the total error function of the network is defined as:

u+N

Q Tonut Ny =5 S 3 () — )"

T=u+1 k€O

For the purpose of obtaining weights of the network w;; to minimize the total error
function, w;; are updated as:

u+N-—1
(4) Awi; = —n Y 6i(T+1)z(7),
(5) Wi; = Wi+ Awij.

In the above equation, 6;(7), u+1 <7 <wu+ N — 1 are expressed as:

(6) 6i(7) = wi(7) (1 —wi(7)) - ((yi(T) —di(7)) + Y wubi(T+ 1)>7

leHUO

while 0;(7), 7 = u+ N is expressed as:

(7) Si(u+ N)= (yi(u+ N)—d;i(u+ N)) - yi(u+ N) - (1 —y;(u+ N)).

4.4 About filtering In past literatures [9, 10, 7], filtering techniques like a simplified
robust filter have been used to deal with outliers and missing data in heat load data of DHC
systems. In the present situation, however, there exist few outliers and missing data in heat
load data because of the improvement of the data recording technique. Therefore, in this
paper, we remove the filtering process from the prediction procedure for the reduction of
processing time.
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Figure 10: The relationship between the input heat load data and the output one for
prediction networks.

Table 2: Results for a nonstationary period from 2002/07/01 to 2002/07/07.

MSE (GJ?) | PNRMSE (%)
TLNN [7] 21.052 25.93
TLNN with lowest 20.792 25.50
RNN (proposed) 11.822 14.56

5 Numerical experiments For the purpose of showing the efficiency of the proposed
method through the recurrent neural network (RNN), we compare the result of heat load
prediction by RNN with that of the best existing method by the three-layered neural network
(TLNN) [7]. In the present paper, in order to predict heat load for 24 hours in one day
(called “the predicted day”), we use heat load and temperature data of 28 days previous to
the predicted day for learning.

In actual DHC systems, it is desired that heat load prediction is executed at the closing
time (17:00) of the day previous to the predicted day (called “the previous day”). For this
requirement, neural networks used in this paper are made to learn so that they predict heat
load from 0:00 to 23:00 of the predicted day using heat load from 18:00 of the day just
before the previous day to 17:00 of the previous day as input heat load data. Then, the
relationship between the input heat load data and the output one for prediction networks
is illustrated in Fig. 10.

In the following experiments, all computer programs are made by the authors and exe-
cuted on a personal computer.

First, in order to investigate the effectiveness of incorporating the lowest open-air tem-
perature and RNN, we apply TLNN using heat load data and highest open-air temperature
data [7] (TLNN), TLNN using heat load data, highest open-air temperature data and lowest
open-air temperature (TLNN with lowest) and RNN using heat load data, highest open-air
temperature data and lowest open-air temperature (RNN) into heat load prediction in a
period when heat load seems nonstationary, e.g., from 2002/07/01 to 2002/07/07.

Prediction results obtained by these three prediction methods are shown in Fig. 11,
Fig. 12 and Fig. 13, respectively. Table 2 shows mean square errors (MSE) and percent
normalized root mean square errors (PNRMSE).

In the period from 2002/07/01 to 2002/07/07, heat load has a slight increase trend,
i.e., the average heat load increases day by day. It is observed that the predicted heat
load by TLNN are considerably less than actual heat load. By incorporating the lowest
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Figure 11: Prediction result by TLNN [7] for a nonstationary period from 2002/07/01 to
2002,/07/07.
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Figure 12: Prediction result by TLNN with the lowest open-air temperature for a nonsta-
tionary period from 2002/07/01 to 2002/07/07.
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Figure 13: Prediction result by RNN for a nonstationary period from 2002/07/01 to
2002,/07/07.

Table 3: Results for a stationary period from 2002/07/22 to 2002/07/28.

MSE (GJ?) | PNRMSE (%)
TLNN [7] 10.602 10.42
TLNN with lowest 9.302 9.14
RNN (proposed) 8.972 8.81

open-air temperature into TLNN (TLNN with lowest), we can obtain a little more accurate
prediction than that by TLNN, but only the introduction of the lowest open-air temperature
is not enough because the predicted values by TLNN with lowest are greatly different from
the actual heat load, especially, around the peak position on each day.

On the other hand, it should be noted here that the proposed RNN can predict the peak
values better than TLNN and TLNN with lowest since the proposed RNN using the lowest
open-air temperature can capture the trend appropriately.

With respect to the average processing time, the proposed RNN takes 122.5 seconds
while TLNN does 72.3 seconds. From the viewpoint of practical use, they will be suffi-
ciently acceptable. The above experiment indicates that the performance of the proposed
RNN is higher than those of TLNN and TLNN with lowest for a period when heat load is
nonstationary.

Next, we investigate the performance of these three methods for a period when heat load
seems stationary since stationary periods are seen more often than nonstationary periods.
Here, we predict heat load by TLNN, TLNN with lowest and RNN for a stationary period,
e.g., from 2002/07/22 to 2002/07/28.

Prediction results obtained by TLNN, TLNN with lowest and RNN are shown in Fig.
14, Fig. 15 and Fig. 16, respectively. Table 3 shows mean square errors (MSE) and percent
normalized root mean square errors (PNRMSE).

For the stationary period as well as for the nonstationary one, TLNN with lowest can
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Figure 14: Prediction result by TLNN [7] for a stationary period from 2002/07/22 to
2002,/07/28.
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Figure 15: Prediction result by TLNN with the lowest open-air temperature for a stationary
period from 2002/07/22 to 2002/07/28.
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Figure 16: Prediction result by RNN for a stationary period from 2002/07/22 to 2002/07/28.

obtain better prediction than TLNN, and the proposed RNN can predict heat load with
higher accuracy than TLNN and TLNN with lowest. With respect to the processing time,
results (RNN: 122.2 seconds, TLNN: 72.5 seconds) are almost the same as the nonstationary
period.

Furthermore, in order to check the efficiency of the proposed method for other periods,
we apply TLNN and RNN into heat load prediction from February to November of 2002.
Table 4 shows mean square errors and normalized root mean square errors obtained by
TLNN and RNN for each month.

In each month except April (2002/04), the prediction by the proposed RNN is more
accurate than that by TLNN. Particularly, the superiority of RNN to TLNN is remarkable
in July, August and September when the trend in heat load is likely to be observed. On
the other hand, for April, RNN is a bit inferior to TLNN. We surmise that the prediction

Table 4: Results for each month from 2002/02 to 2002/11.

MSE (GJ?) PNRMSE (%)

TLNN RNN TLNN RNN
2002/02 2.532 2.247 13.00 11.51
2002/03 4.382 3.542 1717 13.88
2002/04 5.837 6.202 17.67 18.79
2002/05 9.60° 8.437 24.00 21.08
2002/06 10.372 7.912 19.54 14.90
2002/07 16.762 11.442 17.25 11.78
2002/08 24.69° 16.572 25.28 16.97
2002/09 17.202 12.432 25.97 18.76
2002/10 8.742 6.632 19.94 15.13
2002/11 3.782 3.552 15.52 14.57
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by RNN becomes less accurate since heat load would extremely vary as the temperature
fluctuates in April.

These experiments in this section suggest that the proposed RNN is promising as a heat
load prediction method for DHC systems since its performance is generally higher than
other existing methods.

6 Conclusion In the present paper, focusing on heat load prediction for DHC systems,
we improved an existing heat load prediction method which is tentatively used in an actual
DHC plant. For the purpose of predicting the change of heat load which is independent
of the highest open-air temperature in a day, we adopt the lowest open-air temperature in
a day as an input data in consideration of the characteristic of heat load data and show
its significance by both the contribution ratio (CR) and Akaike’s information criterion
(AIC). In addition, in order to improve the prediction accuracy for periods when heat load
is nonstationary, we adopt a recurrent neural network (RNN) instead of a three-layered
neural network (TLNN). Furthermore, the superiority of the proposed prediction method
using the lowest open-air temperature and RNN to the existing method was shown through
numerical experiments using actual data in various periods.
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