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Abstract. Agent-based approaches to modelling biological phenomena are becoming
popular and proving successful in a number of areas. However, the underlying basis of
these techniques is sometimes rather ‘ad-hoc’ and the models are often only applied to
specific systems. This paper describes a general approach that is based on the use of
fully general computational models, using a formal model of an agent and a rigorous
approach to building systems of communicating agents within virtual environments.
A collection of tools has been built which allow for efficient simulation of such systems
and their visualisation. Included in this work is the implementation of the simulations
on parallel clusters of computers to enable large numbers of agents to be simulated.
Application areas where the method has been successfully applied include:

• Signal transduction pathways, specifically the NF-κB pathway. This model has
been validated using single cell data from GFP transvected cells. The model has
enabled the prediction of the possible role of actin filaments in the sequestration
and feedback control of IκB.

• The epitheliome project involves building models of the development of both skin
and urothelial tissue and the investigation of the role of calcium and juxtracrine
signalling in the development and differentiation of tissue. Again, the models
have been validated with ’in vitro’ tissue cultures under a number of important
laboratory conditions.

• Populations of Pharoah’s ants have been simulated and closely compared with
real populations within the laboratory. The role of pheromone signalling has
been studied and the modelling has led to a new understanding of the use of
pheromone trails in foraging behaviour. This has shown that the geometry of the
trails contains vital information that is used in the navigation of the trails by the
insects.

1 Introduction The development of agent-based systems has been a major interest to
researchers in a number of application fields both within Computer Science and in other
subjects. For computer scientists the interests are often in areas relating to intelligent
agents and this is usually meant to mean agents that exhibit some aspects of perception,
learning and so on. Often the systems built are highly experimental and the focus is not so
much on the understanding the application domain, which could be almost anything, but on
understanding intelligence, behaviour and related issues. Often the systems are built in an
ad hoc manner and are very difficult to maintain and extend by people who are not directly
involved in their construction. Some general frameworks have been proposed for agent
systems, for example agent modelling languages such as KQML, Finin et al. [5] have focused
more on research into the nature of agents and agent-based systems rather than being a
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practical vehicle for building industrial strength agent systems for a specific application
domain. A wide variety of frameworks and languages have been explored to provide useful
support for many different types of research using agent systems. All have their strengths
and weaknesses and much can be gained by exploring these. For the simulation of complex
biological systems, however, only a few approaches have really generated significant results
that really deliver new insights in biology. For example, although there has been much work
in the field of swarm intelligence its primary benefit has been in the discovery of new search
algorithms for computer science. In bacterial biology the work of Gregory et al. [6] and
in ecology Grimm [7] summarises a decade of activity. Some of this work has led to some
new biological understandings. However, in much of this agent-based work the definition of
the individual agents and their communication processes is obscured by the details of the
operational code and no fully general frameworks have been developed that would enable
the definition of agents by specialists in the academic domain, in this case biology

Most of the current frameworks for biological modelling do not have or do not describe
a formal framework or underlying architecture. This is because a lot of frameworks are still
centred on differential equation based modelling. These frameworks are usually whole desk-
top centred simulation programs that incorporate model creation, simulation and analysis.
Of the few that are agent-based many are based around cellular automata. This means that
agents have concrete and predefined interactions with their neighbour cells. A lot of these
platforms also require a large amount of knowledge of the programming language used.
None describe a formal model of an agent let alone a computational model that can exploit
computational resources highly efficiently. Examples of work on frameworks for agent-based
modelling are Repast and Ascape. Repast , University of Chicago, USA, models a simula-
tion as a collection of components. These components have states and are either a part of
the infrastructure or a part of the representation. The goal of Repast (Collier and Howe [2])
is defined as being a move beyond the representation of agents as discrete, self-contained
entities in favour of a view of social actors as permeable, interweaved and mutually defin-
ing, with cascading and recombinant motives. This goal seems divergent from the idea of
self-contained communicating agents. Ascape (Inchiosa and Parker [11]) is a framework
for simulating multi-agent systems on a single computer. The space environment can be
modelled as a predefined array or network, therefore the interactions between agents are
predefined and agents cannot destroy and create new interactions with old or new neigh-
bour agents. There are many other agent frameworks in various application domains, none
have the flexibility or the power of the approach proposed in this project. In this respect,
Kefalas et al. [14] describe a formal basis for the development of an agent-based simulation
framework based round the concept of a communicating X-machine . This idea has now
been taken further and a prototype framework has been built and is being evaluated in a
number of case studies. Work has also been done on converting the software to run on a
parallel computing environment.

In order to develop an extensible framework which allows for the construction of simu-
lation environment that will enable the creation and operation of millions of autonomous
agents it is necessary to take a fundamental look at the theoretical underpinnings of the issue
and to choose as a design metaphor concepts that will allow for highly efficient simulations
and with the potential to exploit parallel computer systems. The framework described here
allows biologists to define their agent based systems and automatically generates C code of
a highly efficient nature. This is being ported onto a parallel computing cluster using MPI
(Message Passing Interface). The systems allow for the detailed validation, systematic and
formalised simulation and testing based on previous work by Holcombe [9], Kefalas et al.
[14, 13], Eleftherakis et al. [4].

The language of X-agents, XMML, described here provides for a precise definition of
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Figure 1: Visualisation of agents in the NF-κB pathway model showing proteins in the
cytoplasm and the nuclear receptors on the surface of the nucleus

both the individual and collective behaviour of agents by specifying their state transitions,
internal memory and communication protocols. An important issue that we have had to
face is that agents in biological simulations have varied life styles, so, for example, cells
divide, new agents appear and disappear so the situation is very fluid. This poses some
important issues in terms of defining standards for the file. Many of the existing standards,
such as BML, CellML etc. focus on the definition of data, which is static in its structure,
rather than also looking at process definition. This is something that XMML attempts to
deal with. Using the XMML language we can build converters and translators to any other
framework and tool, this is because XMML is based on a fully general Turing computable
computational model.

Modern developments in biology mean that we have to tackle the issue of large amounts
of data throughput which it is done by providing efficient data transfer mechanisms and
filters that permit the operation of simulation environments featuring many thousands, and
shortly, millions of agents, Walker et al. [20, 21].

The potential for using agent-based modelling in biology is large and the diversity of
different application areas is diverse. Examples given here cover the modelling of cellular
interactions, epithelial cells [20], cell signalling pathways [16], and ant foraging trails [12].
A common formal development architecture is essential and would provide a platform for
formally defined and analysable models. This is essential for satisfactory verification and
validation of the models, is important for future applications where models may play a
part in drug development, and for advancing collaboration and understanding between re-
searchers. By describing agents as autonomous communicating machines, agent models are
inherently parallel, an essential feature when trying to run future simulations of millions of
cells in a tissue model, and a framework is in development for this agent representation. This
includes an agent representation specification, a parser that translates agent descriptions
into executable code for serial and parallel computers, and results analysers and viewers,
the capabilities can be seen in Figure 1 for the intra-cellular NF- B pathway.
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The main reasons to do this include:

• to be able to understand biological systems not just as components but as a system

• to provide a clearer mode for collaboration between modellers and biologists by the
use of a one-to-one mapping of biological entities to computational agents

• to create an open format for better collaboration and understanding

• to use formally defined agents as a basis for the validation and verification of models

Agent-based systems are also intrinsically parallel which supports the aim of building more
comprehensive models with large numbers of advanced agents. The modelling architecture
has been designed with the running of models in parallel on parallel computers from the
onset.

2 Agents As Formal Machines Agents in agent-based modelling are components of
a parallel processing and communicating system. To formally define agents a model is
needed to represent them that includes the ability to process information and communicate.
Classically, cellular automata have been used to describe a simple agent system made up
of state machines (a model of behaviour composed of states, transitions and actions). This
model is too simple to accommodate the complexities of biological systems that we are
interested in modelling. Therefore a new model is proposed based around the X-machine
computational model.

2.1 Cellular Automata Cellular automata [22] can be described as a framework for
defining interacting components in a system. They consist of an array of cells, each of
which can be in one of a finite number of possible states. Each cell, or agent, is defined in
space with predefined communications to neighbour agents. Each agent has a state that
is defined in the next time step as a logical operation on its neighbours states and its own
state. Each agent is formally a finite state machine. Finite state machines are defined as
being comprised of a set of states, a set of input symbols, an initial state, a set of accepting
states, and a set of transitions where transitions are defined from a state to another state
using input symbols.

Definition. A finite state machine is an 5-tuple:

FSM = (Q, Σ, T, q0, F )

where:

• Q is the finite set of states

• Σ is a finite alphabet of input symbols

• T is the function from Q × Σ → Q (the transition function)

• q0 ∈ Q is the initial state

• F ⊂ Q is a set of final (or accepting states)

These machines are a powerful way of describing and implementing the control logic for
hardware, applications, and in this context, agents. They are powerful because they follow
simple rules and are easy to verify. They are also powerful because they can be used to
generate programming code.
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Unfortunately non-trivial systems cannot be modelled in this way due to a lack of
data representation. The number of states and the number of input symbols from neigh-
bouring agents start to explode when additional complexity is added. For a non-trivial
one-dimensional cellular automata with two states per agent and two neighbours, one per
side, the combination of input symbols (the current state and two neighbour states) would
be 23 = 8. For a simple biological cell model in two-dimensions, a cell with eight neighbour
cells, and four states, representing the cell cycle (G1, S, G2 and M) the number of rules
needed in the transition function rises to 49 = 262144.

Agents are also aligned to a grid with static communication and therefore the mobility
of agents and their ability to interact with different agents is lacking in this model. This
is a severe restriction when modelling migration of biological cells in a tissue model, and
protein molecules moving inside a cell. A more powerful state machine is needed that adds
this capability.

2.2 X-Machine Computational Model The X-machine computational model [3] has
already been proposed for this purpose [8, 15] and as a formal model for verifying swarms
[19, 18]. X-machines are similar to finite state machines, however, X-machines differ in
that they have the addition of memory so that transitions between states can include the
memory and the modification of it.

An X-machine describing a biological cell would include memory variables holding infor-
mation about the cell cycle, cell position, cell size and cell bonds. The transition between
states, which can now operate on the memory, would include transitions that update the
cell cycle, move the cell by updating the cell position, grow the cell by updating the cell
size, and create and destroy new and old bonds between cell neighbours.

A particular type of X-machine has formed the basis for a specification and modelling
language to define and validate software systems [10]. It has the ability to describe formally
data types and functions in a intuitive way and is defined as follows:

Definition. A stream X-machine [10] is an 8-tuple

X = (Σ,Γ, Q, M, Φ, F, q0, m0)

where:

• Σ and Γ the input and output alphabets respectively.

• Q is the finite set of states.

• M is the (possibly) infinite set called memory.

• Φ, the type of the machine X, is a set of partial functions φ that map an input and a
memory state to an output and possibly different memory state, φ : Σ×M → Γ×M .

• F is the next state partial function, F : Q×φ → Q, which given a state and a function
from the type φ determines the next state. F is often described as a state transition
diagram.

• q0 and m0 the initial state and initial memory respectively.

From now on the term X-machine refers to a stream X-machine. This forms a basis
for formally specifying agents as X-machines. The input Σ and output Γ alphabets are
empty sets as the behaviour of agents is only determined by their memory values, their
rules (defined in the partial (transition) functions) and the communication between agents.
The added ability for X-machines to communicate can be achieved by using communicating
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X-machines. A Communicating X-machine model consists of X-machines that have the
ability to exchange messages. This model can be generally defined as the tuple:

((Cx
i )i=1..n, R)

where:

• Cx
i is the i-th Communicating X-machine in the system, and

• R is a communication relation between the n X-machines

There have been several attempts to formally define a communicating X-machine with
different approaches to defining R. One of the most accepted approaches uses the idea of
a communication matrix which acts as the means of communication between X-machines
[1]. In this approach the matrix cells contain messages from one X-machine to another, i.e.
cell(i,j ) contains a message from X-machinei to X-machinej. The approach of using an all
encompassing communication matrix is not well suited to the use of X-machines as agents
because:

1. For each agent added to a simulation the number of interactions between agents rises
quadratically O(n2) which directly affects the size of the communication matrix.

2. The communication matrix therefore quickly becomes too large to store and handle
and as agent communication is usually localised, nearly all matrix cells would be
redundant (sparse).

3. There is no mechanism defined to add newly created agents or remove existing ones,
that is to say adding and removing rows and columns from the matrix. This would
be fundamental to agents representing biological cells as they may divide to produce
two daughter agents or die therefore removing the agent.

In relation to agent modelling frameworks this is more suitably called an interaction
matrix where agents have direct access to each others memory. This can be dangerous
as formally defined agents can have their memory changed without a formal way for the
agent to know about it. This can be seen as analogous to objects in the object-oriented
programming paradigm where direct access to an object’s variables is considered dangerous
and public ’set’ methods should be used instead to access privately declared variables. As
communicating X-machines only communicate via messages this also is a way to stop direct
access to agents’ variables.

When communicating X-machines are used to represent agents in an agent-based model,
communication is usually restricted to interactions with neighbouring agents that are lo-
cated close to one another. Two examples of rules which specify when localised communi-
cation can take place are 1) the distance between two agents must be less than a specified
maximum or 2) the agents must be in contact with each other. Newly proposed is the
idea of the communication relation R as a collection of global message lists with each list
representing a specific type of message that a communicating X-machine can use for commu-
nication. Specific message types are defined by the information they can hold, for example
position information or possible interaction and behaviour information. The messages that
are sent to a message list can be read by all of the X-machines. This method is an input
centric implementation, in contrast to the communication matrix where agents would need
to know where to send a message to, the X-machine reading the messages from a list must
use its own rules, for example is the communicating agent within maximum communication
distance, to decide on either discarding or processing the message. By giving messages the
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id of the agent the message is intended for, the same functionality is obtained as if the
message was placed in a communication matrix cell.

An X-machine agent model of a biological cell’s intra-cellular pathways would include
components such as protein molecules and nuclear importing and exporting receptors. Each
of these components would be modelled as a different X-machine agent. The types of
messages that would be used for them to communicate would include position messages
and bonding messages. Position messages would be used to determine if an agent is near
enough another agent and if a bond is possible. Bond messages would then be used to
communicate this bond and agents would update their memory to acknowledge this fact.

These message lists then have the ability to be easily localised in the sense that the
location of the agent is utilised when the messages are being interpreted on a parallel
machine where agents inhabit different processors. There can be many message lists each
having local agents. These local agents only need to send messages to the local message lists
as most communication is between agents located near to each other. As long as messages
from an agent on one message list that can affect an agent on a different message list are
sent to that message list there is consistency.

In practice the model space is split up into space partitions, sometimes referred to as
domains. In relation to this model each space partition has its own message lists repre-
senting each type of message that can be sent. Agents that fall into a space partition are
associated with it and the corresponding message lists. When an agent sends a message it
is automatically placed on the local message list, but if an agent is close to the edge of the
space partition (referred to as the halo region) and has the possibility of affecting an agent
on a neighbouring space partition a copy of the message is sent to that space partition to
place on its local message list. This idea of only sending messages between space partitions
when there is a necessary need translates well when space partitions are placed on separate
nodes on a parallel computing cluster because it is the communication between nodes that
can be the bottle neck in the computation time.

Figure 2 is an abstract representation of the model. It describes the X-machine agent
with its memory, system states, transition functions between the system states, and input
and output ports. The figure currently shows the transition between system state S1 (the
initial state q0) and S2 via the transition function F1. This transition function contains
rules that can then change the agents memory, M to M ′, and send and receive messages
via the input and output ports. These in turn are connected to message lists that hold the
messages used for communication between agents. By separating the behaviour of agents
into separate functions, for example one to handle movement, modellers can interchange
these functions easily with different versions with little changes needed to the rest of the
model description.

With respect to cellular automata and finite state machines, the X-machine agent model
provides:

• data representation in the form of memory, and

• a communication relation that is not static between agents.

This provides a formal yet very expressive way to formalise agents that can have many
attributes (states), move freely (not aligned to a grid) and communicate dynamically.

3 X-Machine Agent Representation Now that an agent model has been established
an agent representation is needed so that models are easy to share and work with. The
Extensible Mark-up Language (XML) is capable of describing many different types of data.
It provides a standard way to share structured text. By having a defined way to structure an
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Figure 2: Abstract X-machine model

agent, agent-based models can be created, edited, shared, and merged between modellers.
By describing an agent as a communicating X-machine the model can take advantage of
existing communication and modelling systems already built to run X-machine agents on
different platforms. By having an open standard for the structure of an X-machine agent
new tools can be built to inter-operate with the standard. The current design of the standard
is very straight forward and uses simple nested XML tags to describe the structure of an
X-machine. Before the X-machine is defined ‘environment’ variables and functions can be
defined. These are values and functions that can be used by transition functions of the
X-machine. They typically include static values like π and functions that are called more
then once by the X-machine. Environment functions can also be used to make the code of
the transition functions more readable. The X-machine is then divided into its constituent
parts:

<xmachine>

<memory></memory>

<states></states>

<functions></functions>

</xmachine>

The X-machine is defined between its tags <xmachine> and </xmachine>. The first part
of the X-machine that is defined is its memory. As the X-machine will eventually be run as
part of a simulation the variables have to be well defined. At the moment this is done with
respect to C variables. Variables are defined as having a fundamental type and a name.
For a simple biological cell model the following memory would allow the representation of
a cell as a point in space with a certain radius and in a certain point in the cell cycle. The
inclusion of an id variable allows tracking of each individual cell.

<memory>
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<var><type>int</type><name>id</name></var>

<var><type>int</type><name>cell_cycle</name></var>

<var><type>double</type><name>x</name></var>

<var><type>double</type><name>y</name></var>

<var><type>double</type><name>radius</name></var>

</memory>

This example shows variables in the X-machine’s memory that are of type integer or
double and can be referenced by their name, for example ‘id’. Other variables can be added
in the same way. At the moment only fundamental C types are handled but there is scope
to add other data-types, such as arrays.

X-machine states are described inside state tags. States have fields describing their
name, attributes like the initial state, and any transition functions to other states. The
following state describes the ‘send location’ state which is the initial state. It has one
transition function called ‘send location message’ with destination ‘read locations’ state.

<state>

<name>send_location</name>

<attribute>initial</attribute>

<trans>

<func>send_location_message</func>

<dest>read_locations</dest>

</trans>

</state>

Any transition functions mentioned in the X-machine states have to be defined as an
X-machine function. The function names have to relate to the names used already. For
example the ‘send location message’ can be defined thus:

<function>

<name>send_location_message</name>

<code><![CDATA[

add_location_message( get_id(),

get_cell_cycle(),

get_x(),

get_y(),

get_radius() );

]]></code>

</function>

As part of a biological cell model this would be the first function and every cell (agent)
would send a message to the message list that contains their id, position, size, and location
in the cell cycle. In a second function each cell would then read the message list to determine
the cells in its local neighbourhood and for example if it is overlapping with any cells or
if any bonds are possible. Further functions could handle the creation of bonds (possible
additional memory variables would be needed for cells to register these, and an additional
message type ‘bond’ for agents to communicate this information) and the movement of cells.

The code tagged field used in specifying functions is used to hold the C code describing
what rules to follow. The code field adheres to C functionality so comments can be added
to it. Code fields are surrounded by ‘CDATA’ tags so that any XML parser does not parse
C code as XML. The above code describes creating a new location message, assigning its
variables to hold information from the current agent, and sending the message. This and
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other inbuilt functions handle processes like sending messages, receiving messages, creating
new agents, removing agents, and accessing memory values.

After every X-machine transition function is accounted for the X-machine is defined.
Lastly the messages that can be sent and received need to be well defined also. Each
message is defined inside a message tag, is given a name, and any variables it needs to hold.
The message defined below refers to the message used in the above X-machine function.

<message>

<name>location</name>

<var><type>int</type><name>id</name></var>

<var><type>int</type><name>cell_cycle</name></var>

<var><type>double</type><name>x</name></var>

<var><type>double</type><name>y</name></var>

<var><type>double</type><name>radius</name></var>

</message>

The format for the message variables is the same format as the variables defined in the
X-machine’s internal memory. Many types of messages can be defined with variables for
different purposes.

4 X-Machine Agent Implementation Because the agent-based model is now formally
defined, tools can be created to inter-operate with it. Models can be edited by directly
changing the XML description file with a text editor or with a graphical user interface. A
windows based editor is more accessible and can be created to hide any detail the modeller
does not need to see. Also editors can be created for certain types of models so that built-in
functions are already there to use. At the moment an editor is in production to edit all
aspects of the model XML description file. A parser has been created that converts the
model description to a runnable C program via a C compiler. The parser can produce
two versions, a serial version and a parallel version that uses the message passing interface
(MPI) library to send messages between nodes on a computing cluster.

When a model is to be created and solved using the currently implemented architecture,
the X-machine agent definitions are first loaded from a predefined XML formatted text file.
This description file specifies the memory set of the X-machine ‘M’, the set of processing
states the X-machine can be in ‘Q’, the initial state q0, the next state partial function ‘F’,
and the communication relation which is taken to be the types of messages that can be sent
‘R’. As it is only the behaviour of agents that are loaded from the XML file, an additional
start-up file is required to specify each agent’s initial condition before a run of the model can
begin. This start-up file is also an XML formatted text file and defines the initial memory
state of agents ‘m0’. A specially developed parser takes an X-machine agent description
and produces an executable program (compiled C code) that can accept a start-up file, run
the X-machine agents, and implements the global message list communication relation.

The model will run for the prescribed number of iterations given at start time. At
each iteration of the model run, an XML file is saved that contains the new memory state
of the agents in the model. Each of these files can then be used as the start of a new
run of the model or for the extraction and analysis of data. The extracted data can be
analysed and displayed as graphs or used in visual representations of the agents. Tools
have been created for exporting the results to external applications, allowing the results to
be viewed in an interactive three-dimensional animation program. Although viewing the
agents in two and three dimensional animations does not give concrete results, it can be
invaluable for the modeller and biologists to understand what is happening in a simulation
and to communicate ideas. Images and videos from models in the application section can
be viewed at http://www.dcs.shef.ac.uk/~stc/x-agents/ .
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Figure 3: Visualisation of a population of cells on a substrate in the epitheliome model

The parallel version of the X-machine agent architecture has been developed on a dual
processor (with hyper-threading to make it act like a quad processor) desktop machine.
The proposed parallel architecture has been designed to be very scalable. There is current
access to a 128 processor cluster with plans to run models in the near future and talks have
already started with HPCx (http://www.hpcx.ac.uk/) to run models on part of their 1536
processor cluster.

5 X-Machine Agent Applications The architecture described has been used to model
the social behaviour of epithelial cells, the NF-κB signalling pathway, and the electrical
charge of cardiac cells.

5.1 Tissue Modelling The Epitheliome Project at the University of Sheffield, UK, and
University of York, UK, aims to develop a computational model that is able to predict the
social behaviour of cells in epithelial tissues [20, 21]. The X-machine agent architecture is
being used to help develop this model. Figure 3 shows a visualisation of the model created
in the Matlab r© software package after the results were imported into it. Each epithelial
cell (an ellipsoid in the figure) is represented by an X-machine agent with memory holding
information, for example the cell position, cell size, number of bonds, and position in cell
cycle. Messages are used to communicate size and position and the making and breaking
of bonds.

Among the investigations taking place with this model is the behaviour of skin during
wound healing. This has led to the development of an experimental analysis into the possible
distribution of stem cells in the tissue since the model indicates that a low density of stem
cells inhibits the healing process.

5.2 Molecular Modelling A model of the NF-κB pathway (a cell signalling pathway
that is vital to immune response regulation) is being developed [16] and has been partially
transfered onto the X-machine agent architecture. Each protein molecule and nuclear recep-
tor is represented by an X-machine agent with memory holding information about position,
velocity, bound state, and bonding interaction radius. Messages are used to communicate
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Figure 4: Visualisation of cardiac spiral wave re-entry simulation

position and possible bonds. See Pogson et al 2006 [16] for details. Figure 1 shows a three-
dimensional visualisation of the results created using a purpose built viewing tool. As part
of the investigation of the model the relationship between the amount of NF-κB and IκBα
was made in cells the proportion of these is 1:3 but the model only needs around equal
proportions. It was conjectured that the excess IκBα was sequestered on actin filaments in
the cytoskeleton. The model was extended to model the cytoskeleton explicitly and demon-
strated that this fitted with the model. Following this experimental analysis confirmed that
IκBα was indeed sequestered on the actin filaments under natural conditions. Qwarnstrom
et al 2006 [17].

5.3 Social Insects Extensive modeling of social insects, particularly Pharoahs ant (Monomo-
rium pharoensis) has greatly illuminated our understanding of this community. Each ant is
modelled as an X-agent using the framework and many questions can be explored through
simulations. These ants deposit a variety of chemical signals to aid communication (they
are effectively blind) and navigation around their environment. In particular, foraging is
dependent on these pheromone trails. An question that was previously unanswered was
the mechanism by which the ants took decisions ate trail bifurcations in order to return to
the nest. The agent modelling was crucial in identifying a simple mechanism based on the
regular geometry of the bifurcations, Jackson et al 2004 [12].

5.4 Cardiac Modelling Another project has used X-machine agents to define a layer of
cardiac cells in order to simulate the electrical action potential that is diffused through them
during normal and abnormal heart function, Figure 4. Messages in this model are used to
communicate electrical charge in the current cardiac cell. Although the current model is
grid aligned and similar to a cellular automata simulation there is scope to arrange the
cardiac cells in the simulation into the shape of a heart by adjusting the starting positions
in memory of the agents in the initial agent states file.

The results are encouraging so far with experiments on larger and faster parallel com-
puters planned.

6 Conclusions And Future Work In this paper the practicalities of using communi-
cating X-machines to define agents in agent-based modelling are described. A specific area
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of interest is the different ways messages can be used as a communication relation between
agents and how this is ideally suited to creating an architecture that can take advantage of
parallel computing machines and systems. For example instead of a message list structure,
a tree structure could hold information about the relation between agents as well as the
messages between them. And the idea of a node holding lists of X-machine memory, system
states, functions, and passing messages between nodes using MPI leads to the formalisation
of nodes as communicating X-machines in themselves.

The currently implemented architecture is demonstrated with several models shown as
examples of its practical application but more in-depth case studies are needed to fully
document the use of the architecture. Future work of the model and its implementation
will involve:

• fully documented case studies of agent models and their simulation results,

• the experimentation of different communication relations between communicating X-
machines,

• scaling up the parallel version for running simulations with hundreds of thousands of
agents,

• and the creation of tools for modellers to use, create and edit X-machine agent models.
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