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ON A NECESSARY CONDITION OF LOCAL
INTEGRABILITY FOR COMPLEX VECTOR FIELD IN R?
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ABSTRACT. Let X be a non-solvable C° complex vector field in R? satisfying certain condi-
tions. A necessary condition for the equation Xu = 0 to have a solution u such that du # 0
near the origin and one for the Xu = 0 to admit a solution u such that du #Z 0 in any suffi-
ciently small neighborhood of the origin are given. These are expressed by making use of an
estimate.

1. INTRODUCTION

Let X,, be a nowhere-zero C* complex vector field defined near a point P in R”. We
shall say that X,, is locally integrable at P if there exist a neighborhood €2 of P and functions
ui(t =1,2,--+ ,n—1) satisfying X ,u; = 0 in Q such that duy Adus A+ Adu,—1(P) # 0(see
[13] and [14]).

The importance of the study of the local integrability originated from the papers of Lewy
([2] and [3]), where he found a holomorphic extension property of the solutions of some kind
of homogeneous equations X,u = 0(n = 3,4) and pioneered a new type of the concept of
holomorphic hull.

We know the following facts: X, is locally integrable at P if X, is real-analytic or locally
solvable at P(see [14], for instance); there exists a X5 which has the property that the
Xsu = 0 admits no non-trivial solutions in any neighborhood of the origin(Nirenberg [9];
see also [5]).

It is an open problem to obtain a necessary and sufficient condition for the local integra-
bility of X,, that is non-analytic and not locally solvable.

In this paper, we investigate the case where n = 2.

We know that the equation Xou = 0 near P is transformed into that of the form

Lu = (@ + ta(t, "c)ax)u =0
near the origin in R?, where a(t,z) is a real-valued C'* function.

Now the following theorems are proved:

Theorem 1([12]). Assume that a(0,0) = 0 and a,(0,0) # 0. L s locally integrable at the
origin if and only if there is a change of local coordinates such that L becomes a (non-
vanishing C°° function) multiple of the Mizohata operator O,, + 17104, .
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Theorem 2([10]). Assume that L satisfies a(0,0) = 0 and 0;a(0,0) #£ 0. Then there ewist
C* functions ut, which is defined in t > 0, and u™, which is defined in t < 0, such that
u®(0,2) are real, O, ut(0,2) > 0, and Lu* = 0. L is locally integrable at the origin if and

only if the function ut o u™(0,2) is real analytic at the origin.

Theorem 3([8]). Assume that a(t,z) = (t*¢)'b(t,x), where d is a positive integer and
b(t,z) a positive C*° function. Then L is locally integrable at the origin if and only if there
exist an element (Z1 (t,z), Zy (t,m),To) € 6 and a function f which is holomorphic in J =

{z€Cz =2Z5(0,2), € (—To,To)} and satisfies Z1(0,2) = f(Zg(O,:(:)).
(See [8] on the meaning of the symbol &.)

We can say that the above theorems are qualitative ones. On the other hand, in
[6](see also [7]), we tried to obtain a guantitative condition to present a necessary condi-
tion(Theorem 3 in [6]) that is expressed by making use of an estimate, under the following
assumption:

(i) a(0, 2) vanishes identically.
(ii) There is a neighborhood w of the origin such that
t(a(t,x) —a(—t,z)) >0 in {t+#0}Nw
and
a(t,z) +a(—t,z) >0 in w.

In this article, we aim at giving a necessary condition for the local integrability and one
for the equation Lu = 0 to have a non-trivial solution that are also expressed by making

*

use of estimates, under the following assumption:
(a.1) a¢(0,0) > 0.
(a.2) There is a neighborhood wy of the origin such that
ta(t,z) >0, tag(t,z) >0 in {t#0}Nwo.

Those estimates are shown in Theorems I and II stated in the next section.

2. REsuLTS

Our main results are stated as follows:

Theorem 1. Assume:
(a.1) a,(0,0) > 0.
(a.2) There is a neighborhood wo of the origin such that
ta(t,z) >0, tag(t,z)>0 i {t#£0}Nwo.
If Lu = 0 has a C™ solution u near the origin such that u,(0,0) # 0, then there must

exist positive constants C and G satisfying that, for every positive constant € and for every
positive constant v larger than G

// a,(t,z)dtde < Cv='7¢,
{(t,2); 0 <t<v=< | o] <v=<}

*If X, is locally integrable, then the equation Xn,u = 0 trivially has a non-trivial solution. But we
remark that the converse is not necessarily true: by virtue of Holmander([1], Theorem 8.9.2), we see that
there exists a X, having the property that the equation X,u = 0 has a non-trivial solution near the origin
and X» is not locally integrable at the origin.
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Theorem II. Assume:
(a.1) a¢(0,0) > 0.
(a.2) There is a neighborhood wy of the origin such that

ta(t,z) >0, tag(t,z)>0 in {t#£0}Nwo.
If Lu = 0 has a C* solution u in a neighborhood of the origin such that du Z 0 in any
sufficiently small neighborhood of the origin, then there must exist a sequence of positive
numbers {xy, H(m = 1,2,---) which tends to 0 as m — oo having the following property:

There exist positive constants C,, and G, satisfying that, for every positive constant €
and for every positive constant v larger than G,

// a:v(t7 T) dtdx S Cm Vflfe'
{(tvw); 0 <t<v=< |u— l,m|<"_€}

Let us give an example:

Example.
Set:
1
Up = ﬁv
ap — a
bn = ant1 + %7
- Ap — Op+1 Gp — Gn41
and
7 Uy — Gp41 Up — Ap41
Vo= {(ta)sbn — I <t <y 4+ S 0 <0 <1,

where n € N. Let f,,(t,2) be the C'* function having the following properties:
(1) 0 < fu(t,z) < ango — angs.
(ii) fn(t,z) vanishes outside of U, and equals apys — apys in V.
We define the C2° function a(t, ) as follows:
(iil) a(t,2) = fo(t,2) in U,.
(iv) aft,z) =0in R} ,\ UpZ; Un.
We have the following

Collorary. The equation {81, + 5t (1 + for al(t, s) ds) @}u = 0 admsits no non-trivial C*

solutions in any neighborhood of the origin.

3. PROOF OF THEOREM 1

Suppose Lu = 0 holds in a neighborhood € of the origin. Then we may assume that
ta(t,x) > 0and tay(t,z) > 0in Q\{t = 0}. Let us set Reu,(0,0) = o and Imu,(0,0) = 3.
Multiplying u(¢,z) by an appropriate complex number exp(if), where 6 is real, we can
assume that o > 0, § < 0, and o + # # 0. Further let us set Reu,,(0,0) = v and
Im uy,(0,0) = 4.
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For a positive number v we define a complex number £ 4+ 7 in the following way:
Casel a+(3>0. E=v,n=0.
Case 2 a4+ <0. E=v,n=v.

We define the function w(t, z) by

w(t,z) = exp{(£ + in)u(t,z)}/exp{(& + in)u(0,0)}.
It trivially follows that

(3.1) Lw(t,z) = 0.

(3.1 Luy(t, ) = —iagug(t, x).
Hereafter let us set:
a1 = Rew,(0,0), 81 = Imw,(0,0),v1 = Rew,,(0,0),6; = Imw,,(0,0),

¢ =Imw;(0,0) Rewy5(0,0) — Rew,(0,0) Im wy,(0,0),
and
ai(0,0) _Im w,(0,0) Re we, (0,0) —Re w, (0,0) Im w,,.(0,0)
a:(0,0) (Re wI(O,O))2+<Im ’LUI(O,O))Q
Imw,(0,0)

d:

Then we have the following:

Lemma 5. There exists a positive constant Goy such that, for every v satisfying v > Gy, it
holds that

3
a1 >0, <0,v1>0,60 <0,¢>0, and dZZ'

Proof. We have
ay = 0[5 - ,6777/31 = an + /857
N =af =B 7§ —dn = (a® = 5%)(&* —n?) — dafln +~E — an,
and

61 =2a1f1 +yn+ 66 = 2(a® — B2)én + 2aB(62 —n?) + n + €.

The symbols K;(v,§)(I = 1,---,8) which will appear in the below denote certain polyno-
mials, whose coefficients may depend on « or 3, with respect to v and 4.
Case 1. We have:

oy = av, By = Pr

7 = (o = B)(a+ B’ + Ki(v,8)r,01 = 200" + Ko7, 8)v
c=—B(a? + ) + Kz(v, )
2(0,0 Ki(v,8
@00 | K
Bra.(0,0) v
Case 2. We have:
a1 =(a—=B, b1 =(a+pP)v

1 = —4afr? + Ks(v,8)v, 8 = 2(a — B)(a + B)v* + Ke(v,8)v
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c==2a+ B)(a* + ) + Kq(v,8)v*

d = az(0,0) 114 Ks(v,9)
~ (a+ B)ray(0,0) v

Thus we find that there exists a positive constant Gp such that, in either case of the
above it holds that

a1 >0, 1 <0,v >0,6 <0,¢c>0 and d>

] W

for every v satisfying v > Go. O

Hereafter let v > Gy. Then by Lemma 5 we can take a neighborhood §4(Gy) of the
origin to suppose that the following hold: for every v such that v > Gy,

(3.2) Imwg(t,z) <0,
and

(3.3) Rewy(t,z) >0
in Qo(Gbo).

Here we remark the following:
The function ¢log u.(t, z) is defined as a single-valued function in Qq(Gp).
Since a1 > 0 and 7 < 0, we can choose a positive constant b satisfying

(34) 2041 + bﬁl =0.

We set
Wi(t,z) =w(t,z) + 1+ 1b.

We note that
Wilt,z) = wy(t,z) and Wi(t,z) = w(t, x).

Now, we have the following

Lemma 6. There exists a neighborhood wy of the origin satisfying

2 2 32
sup W (t,)] = [W(0,0)| = V7L

Proof. Since Wy(t,x) = wg(t,z), ReW(0,0) =2 and Im W (0,0) = b > 0, we can take a
sufficiently small neighborhood w; ( C Qo(Gp) ) of the origin such that the following hold:

(3.5.1) Re W (t,z) > 0.

(3.5.2) Im W(t,z) > 0.

1

(3.5.3) Re W, (t,2) > %
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(3.5.4) Im We(t,z) < %

Here we remark that the wq is dependent of Go but can be chosen independently of v.
Now we set:

Flt,a) = %|W(t,;u)|2.

Since W(0,0) =2+ ib=2(1 — g—iz) we have only to prove the following:

(1) fi(t,2) = fo(t,2) = 0 in wy if and only if (¢,2) = (0,0).
(2) fue(0,0) <0 and £;,(0,0)* — f14(0,0) f,.(0,0) < 0.

Let us set ReW(t,z) = A(t,z) and Im W (¢, z) = B(t,x). Since LW (t,z) = 0, we have
(3.6) Ay(t,x) = alt,z)B,(t,7), Bi(t,x) = —a(t, ) A, (¢, ).

First, (1) is proved in the following manner:

Let fi(t,x) = fz(t,7) = 0 in w;. From (3.6), this implies
a(t,2){A(t,2)B,(t,z) — B(t,2)A,(t,z)} =0, A(¢,2)A,(t,z) + B(t,z)B,(t,z) = 0.
Suppose t # 0. Since a(t, z) # 0 for ¢ # 0 by our assumption (a.2), we have
A(t,x)B,(t,x) — B(t,z)A,(t,z) = 0,
A(t,2)A;(t,7) + B(t,z)B,(t,z) = 0.

Since A,(t,7)*+ B:(t,2)* # 0 by (3.5.3), and so A(t,z) = B(t,z) = 0. This is contradictory
to (3.5.1). Therefore ¢ must be 0. Then it follows that

A(0,2)A;(0,z) + B(0,z)B,(0,z) = 0.

Since there exist real numbers £;(j = 1,2, 3,4) such that, (0,£;) € wy and

A(0,2) = A(0,0) + A,(0,0)z + A, (0,&)2?
A, (0,2) = A,(0,0) + A, (0, &)

B(0,z) = B(0,0) + B,(0,0)z + B,.(0,&)z?
B.(0,7) = B,(0,0) 4+ B,.(0,&)z,

we have the following:
A(0,2)A.(0,2) + B(0,2)B,(0,2) =
A(0,0)A4,(0,0) 4+ {A(0,0) A2 (0, &) + A,(0,0)* Yo+
A2(0,0)(A0n(0,61) + A (0,2)) 2>+
Ape(0,61)Apr(0,2)a” +
B(0,0)B,(0,0) + {B(0,0)B,.(0,&) + B..(0,0)*}a+
B.(0,0)(Bas(0,€5) + Buu(0,60) )+
Bax(0,£3)Bea(0,64)2° =
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2041 + {ZAtx(Ov 52) + O‘ri)}x + o (Al?l(07 51) + AlI(Ov 52)) ‘TZ + AWC(O* Sl)Al’l(O 62)x3+

031 + {DBua(0.€4) + 57} + 51 (Bua(0.&5) + B (0,64) )2 + B (0,65) Bu (0, &4)2" =

x{ZA“'(O, &)+ of + bB.(0,84) + 57+
{01 (A0a(0,60) + 40e(0,£2)) + 1 (Baa(0,6) + Baw(0,60)) bt
(Aer(0.6)400(0,€2) + Bra(0,65) B0, m)ﬁ}

(by (3.4)). Therefore we have:

(3.7) ;z{zAIIﬁL§2)+-af+—bBIz«L£4>+-6f+
{01 (A00(0.60) + 402(0,€2)) + 81 (Bra(0.65) + Buo(0.60)) fart
(AM(O, £1)Azz(0,€2) 4+ Beo(0, &3)Baa (0, 54)) xz} =0.

Now we have:

24,.(0,0) + af + bB,.(0,0) + 8; < 0.

Proof. From (3.4), b= —%. Hence

24,2(0,0) + af + 5B, (0,0) + 4} =

/61 Axr(07 0) — Q1 er(o, 0)
31

!

2c
}=ﬁ+ﬁ+—=

a€+ﬂf+2{ 7
+

am(0,0)? 1
2(0&?4‘6%){%4'561} <0

by Lemma 5 and our assumption (a.1). O

Thus we find that (3.7) implies that # = 0 and hence f;(t,z) = f.(¢,2) = 0 in wy implies
(z,%) = (0,0). On the other hand it holds that f,(0,0) = f,(0,0) = 0 by (3.4).
Therefore, we have proved: f;(t,z) = f,(t,2) = 0in wy < (z,t) = (0,0).

Next, (2) is proved in the following way:

Using (3.6), we have
fro = AtAL + (ABI — BAI)aI(t, z)+ (AB” — BA”)a(t./ T),
fue = A? + B? + (-‘4BI — BAx)at(t-,fﬂ) + (Ath — BAt:c)a(t-,fC)a

Hence, we have

fu(0,0) = (261 — bay )ay(0,0)



818 HARUKI NINOMIYA

and
Fe2(0,0)% = £14(0,0) f2r(0,0) =
(26, — bal)za@(&O)Z — (261 — bay) (af + 8] + 271 + b61)a:(0,0) =
2 ax(0,0)*  af + 57 + 291 + by
(261 = ben) a’t(ov()){ a,(0,0) 261 — by }
Substituting b= 7%7 we have
2(a2 +3})
28 —bay = —0nv—~.
B

Hence we have

a,(0,0)*  of + 57 +2v1 + b0

G,f(0,0) 2,61 — qu
(11(0,0:)2 Biyi —ardy B y B o 1
ai(0,0)  ai4pE 2 =hd=5 _51<d_2)'

Therefore by Lemma 5, we see: f;(0,0) < 0, f1,(0,0)* — f1:(0,0)f2.(0,0) < 0. O

Now let us set U(t,z) = iloguy(t,z)(We have remarked that U(¢, ) is a single-valued
function in wy ). From (3.17), we see:

(3.8) LU(t,z) = az(t,2) In wy.
Let € be an arbitrary positive number. Taking v large such that {(¢,2);0 <t < v~ |2 <

v} Cwy, weset r = v “and D(r) = {(t,2);0 <t < r,|z| < r}. Then we obtain the
following

Lemma 7.

— // ap(t,2)We(t,2) dtde =
D(r)

/ W(t,z)Us(t,z) dt + W(t,2)U,(t, z) de.
aD(r)

Proof. From (3.8), we have
(3.9) // —1/1/1,(1%,1){(,7,5(1%,1) + ia,(t,x)Ux(t,x)} dtde =
D(r)

// —az(t,z)Wy(t, x) dtdx.
D(r)
Since Wiy(t,z) = —ia(t, )W, (¢, 2), the left-hand side of (3.9) =

// —{Walt, )t 2) = Wilt, 2)Us (1, 2) } ditde =
D(r)
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/ /U(r) d{””(t:v)dU(t,x)} _

/ Wi(t,x)Ui(t,x)dt + W(t,2)Up(t,z)de. O
aD(r)

819

From Lemma 7, we thus have:

(3.10)

// az(t, ) {Re W (t,2) + 1 Im W, (t,2)} dtdz | <
D(r)

/ W(t,2)U(t,x)dt + W(t,2)Ug(t,x) dx|.
aD(r)

We shall estimate the right-hand side and the left-hand one of (3.10). Firstly the left-hand
side is estimated as follows:

// ag(t,z){Re Wy(t,z) + i Im Wy (t,z)} dtdx | >
D(r)

/o + 32
AVACkinali/Y // az(t, ) didz
4 JJp(r

Proof. The left-hand side above >

‘ffD(r) ag(t,2) Az (¢, x) dtdx ‘ + ‘ffD(T) ag(t,)Be(t, x) dtdx
V2

By (3.5.3) and (3.5.4),

‘// ax(t, ) A (t, 2) dtda
JJD(r)
// ag(t,x)Ap(t, ) dtde >
JJID(r)
l // ag(t,x) dtde.
2 JJp
‘// ag(t,2)By(t, ) dtde
D(r)

//D(r) to(t; 2){=Ba(t, 2)} dide >

—/3—1// ag(t,x) dtdx.
2 I

|ffD(r) ap(t,v)A,(t,z) dtdz | + UfD(r‘) ag(t,)By(t,z) dtdx | .
NG >

Hence we see
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M// ag(t,x)dtde >
2v2 JJpwy

‘al—l—ﬁl// (tyx)dtde. O
(7’)

Next, since

| W(t,x)Us(t, ) dt + W(t, 2)Uy(t,x) da| <
JOD(r)

[ WU+ W)
oD(r)

T (t, )| dz,
we find that there exists a positive constant Cy satisfying
‘ / W(t,z)U(t, ) dt + W(t,2)U,(t, x) dx| <
aD(r)
Co|0D(r)| sup |[W(t,z)|.
aD(r)

Thus we have the following estimate:

Valﬂ?l// o(t,2) dtde <

D(r)

Co|0D(r)| sup |W(t,z)].
aD(r)

Making use of Lemma 5 and the above inequality, at last we have

// a(t,x) dtde < 8Cy [0D(r)|
po Al

From this we easily obtain the conclusion of Theorem 1. [

4. PROOF OF THEOREM 2

Suppose that Lu = 0 holds in a neighborhood w = (—¢1,€1) X (—€1,€) of the origin
where € is a positive constant. Needless to say, we may suppose that ta(t,z) > 0 and
tay(t,r) > 0inw)\ {¢t = 0}.

Now we have the following:

Lemma 8. There exists a sequence {x., } of positive numbers which tends to 0 as m — oo

such that uy(0,2m) #0 (m=1,2,--- ).

Proof. Assume that there is a positive constant ¢ < €; such that u,(0,2) vanishes in
{z;0 < 2 < eg}.

Setting v = wu, (¢, ), we have Lv + ia,(t,z)v = 0. Since v(0,z) = 0 in {x 0<a<e}
and ta(t,z) > 0 for t # 0, applying the uniqueness theorem (see [ ] or [11]), we find
that v vanishes in [—eg, €g] X [0,€0]. Then, since L is elliptic for ¢ 75 0, we can apply the
unique continuation theorem to conclude that v must vanish in w. Thus we arrive at the
contradiction that u is constant.

Hence we see that Lemma 8 holds. 0O

By virtue of Lemma 8, we find that the same manner as is employed in the proof of
Theorem 1 can be applied by only replacing the reasoning near the origin with the one near
the point (0,2, ) to get the conclusion of Theorem 2. O
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5. PROOF OF COROLLARY

It is clear that the assumptions (a.l) and (a.2) hold. Now assume the contrary. Then
there exist positive constants x,, ,C,y,, and G, satisfying that, for every positive constant
e and for every positive constant v larger than G,

(4.1) // az(t,x)dtde < Cpv 175

{(t,x); 0 <t<y=° |z — xm|<1/*‘}
First, we take the positive integer p such that zﬁ < T < % and set € = % Next, we
take v sufficiently large such that vTE < % — Iﬁ(: ap — apy1). Next, we take the positive

integer N such that & < vTE < - Then, from (4.1), we have

ag — k41 11
RO EwE (T) (ar42 —args) < Cpv 5.

]2
t\
aill=

kol
I
=

Hence we have

(19 s (sl Zon)t g
k=N

The lefthand side of (4.2)=

1 .
NN IO (VT D (N3 Therefore we have:

! < Cpvt < Cm

(43) AN(N + 1)(N + 2)(N +3) U S (N=1)3

Since N can be taken sufficiently large, (4.3) produces a contradiction. O
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